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Abstract

The development of a third-generation electron momentum spectrometer with significantly improved energy and momentum resolu-
tions at Tsinghua University (DE = 0.45–0.68 eV, Dh = ±0.53� and D/ = ±0.84�) has enabled a reinvestigation of the valence orbital
electron momentum distributions of H2O with improved statistical accuracy. The measurements have been conducted at impact energies
of 1200 eV and 2400 eV in order to check the validity of the plane wave impulse approximation. The obtained ionization spectra and
electron momentum distributions have been compared with the results of computations carried out with Hartree Fock [HF] theory, den-
sity functional theory in conjunction with the standard B3LYP functional, one-particle Green’s function [1p-GF] theory along with the
third-order algebraic diagrammatic construction scheme [ADC(3)], symmetry adapted cluster configuration interaction [SAC-CI] theory,
and a variety of multi-reference [MR-SDCI, MR-RSPT2, MR-RSPT3] theories. The influence of the basis set on the computed momen-
tum distributions has been investigated further, using a variety of basis sets ranging from 6-31G to the almost complete d-aug-cc-pV6Z
basis set. A main issue in the present work pertains to a shake-up band of very weak intensity at 27.1 eV, of which the related momentum
distribution was analyzed for the first time. The experimental evidences and the most thorough theoretical calculations demonstrate that
this band borrows its ionization intensity from the 2a1 orbital.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Electron momentum spectroscopy (EMS), also known
as (e, 2e) spectroscopy, is a powerful tool for investigating
the electronic structure of matter [1–4]. The basic principle
of EMS is a kinematically complete study of electron
impact ionization events inducing (e, 2e) reactions. The dif-
ferential cross-sections at sufficiently high energies are very
sensitive to the energy-momentum densities. The observed
momentum distributions (MD) are most usually analyzed
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through comparisons with theoretical calculations per-
formed under the assumptions of the Born–Oppenheimer,
binary encounter, and plane wave impulse approximations
(PWIA). Under the so-called EMS conditions associated
with electron impact ionization events at high kinetic ener-
gies (E0� 1 keV), these approximations enable indeed a
rather straightforward mapping between the experimen-
tally obtained momentum distributions and the calculated
orbital electron densities. EMS is therefore most commonly
regarded as a powerful ‘‘orbital imaging” technique. It is
justifiable to some extent to employ this technique for eval-
uating the reliability of theoretical wave functions with
regards to the usual limitations encountered in molecular
quantum mechanics, namely the size of the employed basis
set, and the level achieved in treating electronic correlation
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within the neutral ground state. However, the available
EMS spectrometers still badly need improvements with
regards to energy and momentum resolution for probing
on more quantitative grounds the outcome of the dynami-
cal correlation and relaxation effects induced by (e, 2e) ion-
ization processes on the effective shape and spread of the
orbitals involved in these processes. In an exact theory of
ionization at the limit of high kinetic energies for the
impinging electrons, the measured electron momentum dis-
tributions relate to Dyson orbitals [5–12], measuring par-
tial overlaps between the neutral ground state and the
corresponding cationic states of the target.

Various experimental and theoretical investigations
have been reported to date on the electronic states of water,
and interest in this tremendously important molecule in
chemistry, biology, physics, geology, hydrology, etc.
remains unabated [13–27]. The first reported studies using
EMS were early works by Dixon et al. [28] and Hood
et al. [29]. Subsequent works by Bawagan et al. [30,31] have
extensively investigated the electronic states of water using
EMS methods. In these works, a comparison with results
obtained from configuration interaction (CI) calculations
has enlightened the importance of the electron correlation
effects in describing the low momentum parts of outer
valence electron distributions. However, a major drawback
in these early experimental studies is the low statistical
accuracy, which impeded the identification of weak satellite
states at experimental ionization energies around 27 eV.
Also, these states were not recovered by the theoretical cal-
culations presented in the work by Bawagan et al. [31] with
an even tempered set of 109 Gaussian Type Orbital
(GTO’s) basis functions. However, shake-up states with
exceedingly limited strength and with the appropriate sym-
metry could be recovered nearly four decades ago at
�27 eV from very simple Green’s Function calculations
of the ionization spectrum of water [32], using an expan-
sion of the self-energy that is correct through second-order
and incorporates partial infinite series of higher-order
terms by virtue of a renormalization of the energy denom-
inators. Although of weak intensity, a shake-up band was
also very clearly discernable at 27 eV in the valence elec-
tronic spectroscopy for chemical analysis (ESCA) spectrum
of water recorded by Siegbahn et al., also more than four
decades ago [33]. This exceedingly challenging issue was
nonetheless most commonly eluded in later theoretical
investigations of the ionization spectrum of water [34–
51]. The existence of these shake-up states has received
recently strong support, both experimentally and theoreti-
cally, from high resolution synchrotron radiation PES
measurements [52], and calculations employing the symme-
try adapted cluster configuration interaction (SAC-CI)
scheme at the level of the general-R approximation [53].
It is thus now almost 20 years that the pioneering EMS
work by Bawagan et al. [31] on water is awaiting a confir-
mation on more robust experimental grounds of the
momentum profiles associated to the shake-up ionization
channels of water.
In the present work, we report therefore a new experi-
mental EMS investigation, at higher resolution and statis-
tical accuracy, of the momentum distributions associated
to all valence orbitals of water, throughout the valence
region, up to electron binding energies of �45 eV. This
study has been made possible by the development of an
electron momentum spectrometer of the third generation
at Tsinghua University. The azimuthal and polar angular
resolutions, and energy resolutions that are achieved at
present under (e, 2e) non-coplanar symmetric kinematics
are D/ = ±0.84�, Dh = ±0.53�, and DE = 0.45–0.68 eV
(depending on the electron beam current), respectively.
Further theoretical calculations employing a variety of sin-
gle-reference and multi-reference quantum mechanical
methods are performed for elucidating the origin of the
shake-up band at 27 eV.
2. Theory and computational details

EMS is a binary (e, 2e) experiment in which an incident
electron with high enough energy E0 induces ionization of a
molecular target. The scattered and ionized electrons are
subsequently detected in coincidence at equal kinetic ener-
gies and equal polar angles, i.e. E1 � E2, and h1 = h2 = 45�.
The initial momentum p of the knocked-out electron obeys
therefore a simple conservation rule:

p ¼ ð2p1 cos h1 � p0Þ
2 þ ½2p1 sin h1 sinð/=2Þ�2

n o1=2

; ð1Þ

where p1, p2 (p1 � p2) are the momentum of each of the two
outgoing electron, and p0 is the momentum of the incident
electron.

Under the assumptions of the Born (sudden or vertical),
binary encounter, and plane wave impulse approximations
(PWIA), the triple differential EMS cross-section for ran-
domly oriented molecules is then given by

rEMS /
Z

dX t~pW
N�1
f jWN

i

D E���
���2; ð2Þ

where t~p represents a plane wave function ei~p�~r. The overlap
of the ion and neutral wavefunctions in Eq. (2) is referred
to as a Dyson orbital [5–12]. Dyson orbitals are straightfor-
wardly obtained from CI [31] or Green’s Function (GF)
calculations [9–11,54]. Assuming a depiction of ionization
events at the level of Koopmans’ theorem, Dyson orbitals
most naturally reduce to Hartree–Fock orbitals (Target
Hartree–Fock Approximation, THFA) with a spectro-
scopic strength equal to 1. Most EMS experiments nowa-
days are interpreted using the empirical Target Kohn–
Sham Approximation (TKSA), which amounts to substi-
tuting Dyson orbitals by the most relevant Kohn–Sham
orbitals. With the THFA or TKSA, and upon accounting
for the dispersion of the ionization intensity over shake-
up and shake-off satellites, Eq. (2) then simply becomes
[55,56]



C.G. Ning et al. / Chemical Physics 343 (2008) 19–30 21
rEMS / Sf
i
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dXjwiðpÞj

2
; ð3Þ

where wi(p) represents the momentum space representa-
tion, i.e. Fourier transform, of a canonical HF or KS orbi-
tal, and Sf

i denotes the associated pole strength. Neutral
ground state correlation is by construction included in
the Kohn–Sham orbital through the exchange-correlation
potential [56]. In contrast, many-body effects in the final
state are very obviously not accounted for by these orbitals
in standard applications of density functional theory. In
the present work, we therefore comparatively study the
outcome of DFT calculations using the standard hybrid
Becke-Perdew-3-parameters-Lee-Yang-Parr (B3LYP)
functional [57] with more reliable Dyson orbital calcula-
tions of electron momentum distributions. To investigate
further the influence of the basis set, a new program
(NEMS) has been implemented for computing HF and
KS momentum distributions using an almost complete ba-
sis set, namely d-aug-cc-pV6Z [58]. The neutral molecular
equilibrium geometry (ROH = 0.9572 Å, hHOH = 104.52�)
was used for generating the calculated wave functions [31].

As EMS, 1p-GF theory enables a direct mapping, and
this within an exact many-body framework, of vertical ion-
ization energies and Dyson orbitals. In its energy represen-
tation, the advanced (A) component of the one-particle
Green’s Function (1p-GF) has indeed the following defini-
tion [12]:

GAðx2; x1;xÞ ¼
X

f

gf ðx2Þg�f ðx1Þ
x� ðEN

0 � EN�1
f Þ � i0þ

; ð4Þ

where the sum over f runs over all the electronic configura-
tions of the molecular radical cation M+. It is immediately
apparent that the poles of this component of the 1p-GF
give access to ionization energies, whereas the correspond-
ing residues relate to products of Dyson orbitals and to
ionization intensities therefore [12].

Employing the formalism of second quantization,
Dyson orbitals can be expanded as linear combinations
of canonical (i.e. orthonormal) occupied and unoccupied
HF orbitals, /i(x), with Feynman–Dyson transition ampli-
tudes, Xfi, as weight coefficients:

gf ðxÞ ¼
X

i

/iðxÞ WN�1
f aij jWN

0

D E
¼
X

i

X fi/iðxÞ: ð5Þ

The norms, Cf, of Dyson orbitals define spectroscopic pole
strengths [12], which provide a straightforward estimate of
relative ionization intensities [59], regardless of cross-sec-
tion effects

Cf ¼
X

i

X fi

�� ��2: ð6Þ

At the ADC(3) level, one-electron and shake-up ionization
energies are obtained as eigenvalues (E) of a secular matrix
(H) cast over the one-hole (1h) and two-hole/one-particle
(2h-1p) excited (shake-up) configurations of the radical cat-
ion M+, as well as 1p and 2p-1h (shake-on) anionic config-
urations produced by electron attachment processes on M
[60–62]. The sets of Feynman–Dyson transition amplitudes
({Xfi}) required to expand Dyson orbitals derive [12,63]
from the 1h and 1p components of the associated eigenvec-
tors (HX = XE, X�X = 1). By virtue of its treatment of sta-
tic and dynamic self-energies, through fourth- and third-
order in correlation [54], respectively, the 1p-GF/ADC(3)
approach predicts vertical one-electron ionization energies
within accuracies of �0.2 eV [64,65]. In contrast with com-
parable MR-SDCI (multi-reference single and double CI)
treatments, the 1p-GF/ADC(3) scheme is size-consistent
[66] and applicable therefore to extremely large systems
[67]. Unlike DFT calculations employing standard func-
tionals, a charge-consistent ADC(3) scheme guarantees
that the associated scattering potentials have the correct
scaling in the asymptotic region [66]. A drawback of the
ADC(3) scheme is the limited order attained in correlation
for the shake-up energies. Whereas one-electron ionization
energies are treated through third-order, singly-excited 2h-
1p shake-up states are of first-order only, and higher-rank
(double, triple, etc.) electronic excitations are neglected. An
ADC(3) treatment of shake-up states is therefore compara-
ble with a CIS calculation of excited states in molecular
radical cations. Nonetheless, in most applications of the
ADC(3) approach, the achieved accuracy on 2h-1p
shake-up ionization energies ranges usually from �0.5 to
�1 eV, depending on the energy of the ionized orbital
(see Ref. [9] and references therein).

Recent SAC-CI general R calculations using a cc-pVTZ
basis set augmented by as = 0.059, 0.017, 0.0066; ap =
0.059, 0.015, 0.0054; ad = 0.059, 0.016, 0.0032 Rydberg
functions [68] on the oxygen atom (from now on abbrevi-
ated to rTZ) appeared to be required for reproducing the
2a1 shake-up states of water at �27.1 eV [53]. The symme-
try adapted cluster configuration interaction (SAC-CI)
general-R method [69] is designed to describe multiple-elec-
tron processes with extremely high accuracy because it
involves single, double, and higher excitation operators
up to sextuple excitations. The SAC-CI general-R
approach has also been amply used for studying congested
ionization spectra and is especially powerful for shake-up
states [69–71]. Remembering that most theoretical works
so far on the ionization spectrum of water failed to repro-
duce the shake-up states at �27.1 eV, we believe that a
comparison of further improved SAC-CI calculations with
other many-body quantum mechanical calculations might
be useful. One may indeed wonder whether the failure of
many previous theoretical studies in describing the 2a1

shake-up states of water at �27.1 eV is ascribable to the
lack of Rydberg atomic functions in the employed basis
sets, which are most reasonably expected to be essential
for calculating shake-up states when these states fall in
energy ranges similar to the valence electron binding ener-
gies. In the present work, the ionization spectrum of water
is therefore investigated further using a variety of methods
employing an even larger basis set than the one used by
Ehara et al. [53]. More specifically, in our work, use was



Fig. 1. Valence momentum-energy density distribution of water.
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made of a Rydberg augmented Triple Zeta (raTZ) basis set
derived from Dunning’s aug-cc-pVTZ basis set [72], which
has been augmented with s-, p-, and d-type Rydberg func-
tions for O atom: as = 0.017, 0.0066; ap = 0.015, 0.0054;
ad = 0.059, 0.016, 0.0032 [68]. Our raTZ basis set therefore
incorporates in total 115 basis functions, compared with
the 85 functions in the basis set used by Ehara et al. [53].
For comparison purposes, besides these SAC-CI general
R/raTZ calculations, we also provide the results of
ADC(3)/raTZ calculations. In the present work, all sin-
gle-reference calculations were performed at Hasselt Uni-
versity using the Gaussian03 [73] program package [SAC-
CI], except the ADC(3) calculations that were carried out
using the original package of programs by Schirmer, Ced-
erbaum and co-workers [60–62]. In the latter calculations,
the retained threshold on pole strengths in the final
block-Davidson diagonalization procedure was 0.001.

Comparison is further made with the results of calcula-
tions of the excited states of the water radical cation
(H2O+) employing multi-reference single and double con-
figuration interaction theory (MR-SDCI) [74–76]. In our
work, these calculations are based on CAS reference wave
functions employing an active space constructed by distrib-
uting the 7 valence electrons over 11 orbitals, among which
there are 6, 3, and 2 orbitals with a1, b1 and b2 symmetry
labels, respectively [CAS(7,11)]. The same wavefunction
was used to carry our further multi-reference calculations
in conjunction with second- and third-order Rayleigh
Schrödinger perturbation theory (MR-RSPT2; MR-
RSPT3 [77]). All these multi-reference calculations have
been performed at Hasselt University using the Mol-
pro2000 package [78].

3. Experimental set up

Recently, a high sensitivity EMS spectrometer was con-
structed at Tsinghua University (THU), which features a
high coincidental count-rate [79]. It exploits symmetric
non-coplanar conditions and uses a double toroidal energy
analyzer and position sensitive detectors to achieve the
energy and angle multi-channel detection. Although its
coincidental count rate is about two orders of magnitude
higher than that of our previous spectrometer, the resolu-
tion has not been improved yet. To achieve higher resolu-
tions, significant modifications have been implemented on
this spectrometer. Briefly, an electron gun equipped with
the oxide cathode, which worked at a much lower temper-
ature than the generic filament cathodes, is used to generate
the electron beam with low energy spread and low diver-
gence angle. The electron beam size is constrained to
0.3 mm in diameter by a molybdenum aperture and the
pass energy is set to 50 eV for improving the momentum
resolution and energy resolution. Since the oxide cathode
is easily poisoned by active gas, an additional vacuum
chamber has been designed to mount the electron gun,
which is evacuated to a base pressure 10�7 Pa by a
600 L/s molecular turbopump, which has a 2 mm diameter
hole connect to the main chamber for electron beam pass-
ing through. With these measures and optimization of elec-
tron optics using the Monte Carlo simulation, the angle
resolutions which were D/ = ±0.84�, Dh = ±0.53�, respec-
tively, were obtained by standard calibration run for argon.
The ratio of peak to valley for the argon 3p momentum dis-
tribution reached 8.5:1 at an impact energy of 1200 eV plus
binding energy. The achieved momentum resolution is
Dp � 0.16 a.u. (FWHM) or Dp = 0.069 a.u. (one standard
deviation) at an impact energy (E0) of 1200 eV. At
E0 = 2400 eV, Dp is correspondingly around 0.23 a.u.
(FWHM) or Dp = ±0.098 a.u. (one standard deviation).
The energy resolution is highly dependent on the emitting
current of the cathode due to the space charge effects.
The energy resolution DE = 0.45 eV (FWHM) is obtained
with an emitting current of 1 lA at an impact energy
1200 eV. This resolution deteriorates to DE = 0.68 eV
(FWHM) with an emitting current of 6 lA. Compared
with the resolution DE = 1.6 eV FWHM achieved previ-
ously by Bawagan et al. [31], an energy resolution of
DE = 0.68 eV (FWHM) is still good enough for improving
in details the experimental EMS characterization of water.
The electron gun has therefore been operated at a constant
emitting current of 6 lA for shortening the measuring per-
iod. The collected current in the Faraday cup which is
placed after the reaction region is only about 16% of the
cathodic current, due to an aperture of 0.3 mm. Despite
this loss of intensity for the impinging electron beam, the
typical coincidental count rate is �12 per second at an
impact energy of 1200 eV in EMS experiments on an argon
sample.

4. Results and discussion

4.1. Density map

Fig. 1 shows the momentum-energy density map of H2O
at an electron impact energy of 1200 eV plus binding
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energy. In this map, the three outermost one-electron ion-
ization states relating to the 1b1, 3a1, 1b2 orbitals are
clearly resolved and appear as sharp peaks characterized
by a p-type electron momentum distribution, which is qual-
itatively in line with the presence of one nodal plane in the
corresponding canonical orbitals. For each of these three
states, this profile implies thus a vanishing (e,2e) ionization
intensity at momentum origin, and goes through a maxi-
mum at a non-vanishing electron momentum (or azimuthal
angle). In contrast, the ionization band derived from the
inner-valence 2a1 orbital extends over almost 10 eV at /
= 0�, and exhibits maximal (e,2e) ionization intensities at
the origin of momentum space. The corresponding momen-
tum distribution therefore indicates an s-type canonical
orbital, which consistently reflects the lack of a nodal
plane.

Electron binding energy spectra can be inferred from
this density map for each azimuthal angle defining the
momentum of the ionized electron prior to ionization.
Inversely, the angular dependence of ionization intensities
can be used to reconstruct the experimental electron
momentum distributions associated to specific ionization
channels.
4.2. Electron binding energy spectra

Fig. 2 shows the (e, 2e) ionization spectrum of H2O at
electron binding energies ranging from 9 to 45 eV and at
Fig. 2. Experimental binding energy spectrum summed over all / angles
(top) compared with SAC-CI (middle) and ADC(3) (bottom) theoretical
simulations. See text for details.
an impact energy of 1200 eV plus binding energies. This
spectrum was obtained by integrating the electron density
map of Fig. 1 over all azimuthal angles. Gaussian functions
have been fitted to the most important bands in this spec-
trum, using vertical ionization potentials and Franck–Con-
don widths (folded with the EMS instrument energy
resolution 0.68 eV FWHM) estimated from photoelectron
spectroscopy measurements [80]. The relative energy spac-
ings of the Gaussian peaks were estimated from experimen-
tal estimates for the vertical ionization potentials, with
small adjustments to compensate the asymmetries in the
shape of the Franck–Condon envelopes. The absolute
binding energy scale was set by assigning the energy of
the 1b1 peak to the vertical ionization potential, as mea-
sured by high resolution PES [80]. The centers and widths
of these Gaussian bands are listed in Table 1. The simula-
tions displayed in Fig. 2 were obtained by convoluting the
contributions from each identified ionization line by a
Gaussian spread function with a width fitted to the EMS
experiment, and by scaling line intensities proportionally
to the computed ADC(3) pole strengths. Magnification of
the experimental (e,2e) ionization spectrum reveals a shal-
low peak at �27.1 eV, which defines the shake-up onset for
the 2a1 orbital. This peak is certainly not ascribable to a
shake-off band, the double ionization threshold being
located at 41.3 eV, according to benchmark CCSD(T)/
raTZ calculations. At the same level, the one-electron ver-
tical ionization threshold related to the 1b1 orbital lies at
12.67 eV.

Agreement between theory and experiment for the
outer-valence bands at electron binding energies below
20 eV is quantitatively satisfactory enough (�0.3 eV accu-
racy). The ADC(3) vertical one-electron binding energies
slightly overestimate the experimental ones by �0.4 eV,
whereas SAC-CI underestimate the experimental values
by �0.3 eV. All the reported theoretical calculations
(Fig. 2, Table 1) indicate a partial breakdown of the orbital
picture of ionization for the innermost 2a1 orbital, in the
form of a dispersion of the ionization intensity into
shake-up lines ranging from 30 to 40 eV around one main
line (C > 0.4) at �33 eV, which explains the 2a1 intensity
spreading over almost 10 eV in the experimental spectrum.
In this electron binding energy region, the ADC(3) results
for shake-up ionization energies are at the best qualitative
with respect to the distribution of intensity, due to the lim-
itation of the excitation subspace to the manifold of singly-
excited 2h-1p states in the radical cation, and treatment
therefore of the 2h-1p states at first-order only in the corre-
lation potential. Whatever the employed basis set, the
ADC(3) calculations locate the 2a1 shake-up onset at
�30.2 to �30.4 eV, thus at 3 eV above experiment. In con-
trast, the SAC-CI calculations locate this threshold at
�27.6 eV, thus in almost perfect agreement with experi-
ment. One cannot entirely rule out the possibility that
the employed block-Davidson diagonalization approach
was not powerful enough for recovering at the ADC(3)/
raTZ level Rydberg-like shake-up ionization lines with



Table 1
Ionization energies (IE, in eV), experimental band widths (FWHM, in eV) and spectroscopic intensities (or pole strengths, PS) for H2O

EMS SAC-CI ADC(3)

IE (FWHM) PSa IE PS State IE PS MO assignment

1b1 12.6(0.78) 1.00 12.272 0.888 2B1 12.990 0.925 1b1

3a1 14.8(1.35) 1.00 14.496 0.888 2A1 15.214 0.925 3a1

1b2 18.7(2.0) 1.00 18.723 0.900 2B2 19.217 0.932 1b2

2a1 27.1(2.6) 0.021 27.641 0.020 2A1 30.388 0.065 2a1

27.932 0.001 2B1

29.269 0.002 2B1

29.694 0.001 2B2

32.013 0.086 2A1

32.244 0.001 2B1 32.028 0.001 1b1

2a1 32.4(2.4) 0.495 32.357 0.455 2A1 33.469 0.440 2a1

32.712 0.002 2B1

32.898 0.076 2A1

33.229 0.001 2B2

33.444 0.001 2B1

34.216 0.001 2B2

2a1 34.8(2.6) 0.186 34.377 0.008 2A1 33.864 0.239 2a1

34.717 0.048 2A1

34.864 0.000 2B2

35.101 0.001 2B1

35.224 0.003 2A1

35.560 0.002 2B1

35.912 0.011 2A1

35.981 0.012 2B1

36.175 0.001 2B1

2a1 37.5(2.6) 0.072 36.177 0.049 2A1 36.369 0.024 2a1

36.382 0.004 2A1 36.859 0.004 2a1

36.569 0.002 2B2

36.691 0.021 2A1 37.339 0.018 2a1

37.055 0.008 2A1 37.726 0.062 2a1

37.113 0.004 2B1

37.203 0.001 2B1

37.596 0.009 2A1

37.812 0.003 2B1

37.888 0.003 2B2

37.909 0.001 2B1

38.005 0.003 2B1

38.098 0.002 2A1

38.346 0.017 2A1

38.686 0.001 2B1

38.720 0.005 2A1

38.728 0.004 2B2

38.767 0.001 2B1

38.820 0.006 2A1

38.896 0.002 2A1

38.981 0.002 2A1

39.058 0.003 2A1

39.201 0.001 2B1

39.290 0.001 2B1

2a1 40.1(2.6) 0.047 39.321 0.013 2A1 39.307 0.010 2a1

39.524 0.001 2A1

40.227 0.001 2A1

40.342 0.001 2B1

40.393 0.012 2A1

40.839 0.001 2A1

41.066 0.001 2A1

41.517 0.006 2A1

a The intensity rescaling relative to the 1b2 orbital implies an experimental pole strength equal to one for the 1b�1
2 ionization line. Note that on

theoretical side, the pole strength is necessarily smaller than 1, except for a modelling of ionization processes at first-order in correlation (Koopmans’
theorem).
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particularly low spectroscopic strengths, lower than the
considered threshold (C < 0.001). Nonetheless, it is in our
opinion unlikely that extending further the exploration of
the shake-up bands in the ADC(3) spectrum will improve
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the agreement with experiment in this energy region,
because, according to all calculations, the shake-up onset
in the ionization spectrum of water relates to an excited
electronic state of the radical cation that is strongly domi-
nated by xaþ1 1b�2

1 contributions. Using the time-dependent
picture underlying one-particle Green’s Function theory
and the Feynman diagrams recovered in an ADC(3)
scheme by the dynamic component of the self-energy (see
Fig. 1 in Ref. [54] and references therein), these states can
be regarded as deriving from the diffusion of a strongly
localized and almost atomic-like ðO�1

2s Þ 2a�1
1 electron hole

vacancy into the 1b1 (O2p lone pair) orbital, along with a
single electronic excitation from the same lone pair orbital
into a very diffuse unoccupied xa1 orbital (Fig. 3). In view
of the involved charge transfers, the states at the shake-up
onset of water are therefore certainly subject to consider-
able electronic relaxation effects, hence their location at a
much lower electron binding energy than the 2a�1

1 main
line. Remembering that at the ADC(3) level the shake-up
states are described through first-order only in the correla-
tion potential, the corresponding electron binding energies
must therefore be very much sensitive to the inclusion of
higher-order (3h-2p, 4h-3p, etc.) electronic excitations in
the shake-up manifold, which most certainly explain the
highly significant difference of �2.7 eV between the
ADC(3) and SAC-CI results. In contrast, weaker electronic
relaxation effects are expected for the most intense 2a1

lines, at 33.5 eV (C = 0.44) and 33.9 eV (C = 0.24) in the
ADC(3) spectrum, because of their more pronounced 1 h
character. Indeed, these lines can be correlated with an
intense satellite (C = 0.46) at 32.4 eV in the SAC-CI spec-
trum, hence a shift of 1.5 ± 0.2 eV only. At the ADC(3)/
raTZ and SAC-CI general R/raTZ levels, the location of
the most intense shake-up bands are thus reproduced
within an accuracy of �1 eV and �0.2 eV, respectively.

The shift of �2.7 eV from the ADC(3) to the SAC-CI
spectrum for the xaþ1 1b�2

1 shake-up onset of water is thus
most certainly ascribable to its greatest extent to the
dynamical correlation and relaxation effects described by
double and higher-order electronic excitations in the radi-
Fig. 3. Electronic excitation processes involved in the shake-up onset of water
leading to this state using the one-hole ADC(3) dynamic self-energy diagram
component of the self-energy). The displayed molecular orbitals were drawn u
value (0.01).
cal cation. Indeed, further CIS and CIS(D) calculations
of the excitation energies of the water radical cation
employing the aug-cc-pVTZ indicate a shift of the shake-
up 2a1 excitation onset towards lower energies by 1–
1.5 eV when double electronic excitations are included. In
order to assess more in details the role of multiple elec-
tronic excitations on the location of the 2a1 shake-up onset,
we display in Table 2 estimates of ionization energies that
were obtained by adding to the experimental value
(12.62 eV) [81] for the first ionization energy of water the
excitation energies computed at the MR-SDCI or MR-
RSPT2/3 levels for the water radical cation in its 2B1

ground state. The role of the basis set in these calculations
is investigated in details. Whatever the employed basis set,
these calculations locate the 2a1 shake-up onset at electron
binding energies ranging from 27.1 to 27.4 eV, thus in
quantitative agreement with experiment. The same proce-
dure applied to the best MR-SDCI/raTZ results for excita-
tion energies in H2O+ locates the 1a1 and 1b2 ionization
lines at 14.87 eV and 19.00 eV, to compare with experimen-
tal values of 14.8 and 18.7 eV, respectively. With this indi-
rect approach for estimating electron binding energies, pole
strengths are unfortunately not readily accessible.

4.3. Momentum distribution

Fig. 4 shows the experimental momentum distributions
for the outer valence orbitals of H2O compared with the
results of our theoretical calculations. In the present work,
the theoretical spherically averaged momentum distribu-
tions have been convoluted with the experimental momen-
tum resolution using Monte Carlo methods [82]. The CI
theoretical curves are taken from Ref. [56], and convolved
according to our experimental momentum resolution. The
experimental momentum distributions associated to all
ionization bands in a (e,2e) spectrum are most commonly
rescaled using a global renormalization factor enabling
the best fit with theory for one carefully selected ionization
band, assuming that the theoretical momentum distribu-
tion q(p) associated to this reference is normalized via
, along with a time-dependent interpretation of the electronic interactions
(see Fig. 1 in Ref. [54] for a complete diagrammatic expansion of this

sing Molden 4.3, using the same edge size (25.5 bohr) and density contour



Table 2
Multi-reference calculations of the ionization energies of water

State MR-
RSPT2/
cc-pVDZ

MR-
RSPT2/
cc-pVTZ

MR-RSPT2/
aug-cc-
pVDZ

MR-
RSPT2/
rTZ

MR-
RSPT3/
cc-pVDZ

MR-
RSPT3/
cc-pVTZ

MR-RSPT3/
aug-cc-
pVDZ

MR-
SDCI/cc-
pVDZ

MR-
SDCI/cc-
pVTZ

MR-SDCI/
aug-cc-
pVDZ

MR-
SDCI/
rTZ

2B2 33.04 32.82 32.80 33.48 33.13 32.96 33.13 33.14 32.93 32.89 32.87
2A1 33.05 32.37 32.05 33.32 33.22 33.00 32.91 33.14 32.78 32.84 32.62
2B1 32.69 32.33 32.46 32.50 32.93 33.07 32.48 32.86 32.67 31.92 31.84
2A1 32.07 31.94 31.94 32.00 32.11 32.00 32.08 32.04 31.95 31.89 32.12
2B2 29.34 29.17 29.28 33.81 29.48 29.44 30.16 29.47 29.37 29.32 29.32
2B1 28.90 28.81 28.83 28.87 28.94 28.88 28.87 28.93 28.84 28.79 28.80
2B1 27.26 27.21 27.10 27.20 27.30 27.28 27.14 27.29 27.26 27.09 27.18
2A1 27.17 27.18 27.13 27.19 27.24 27.27 27.21 27.18 27.23 27.16 27.41
2B2 19.13 18.94 19.04 18.95 19.17 18.99 19.08 19.21 19.03 19.09 19.00
2A1 14.88 14.81 14.86 14.81 14.91 14.83 14.89 14.88 14.87 14.91 14.87
2B1 12.62 12.62 12.62 12.62 12.62 12.62 12.62 12.62 12.62 12.62 12.62
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4p
R1

0
qðpÞp2dp ¼ 1. The theoretical calculations for the

1b2 orbital with HF, DFT, ADC(3) and CI methods all
give almost the same momentum distributions. Following
the procedure by Bawagan et al. [31], the ionization band
taken in this work as the reference for intensity rescaling
was therefore the 1b2 orbital, assuming an experimental
spectroscopic pole strength equal to 1 for the related one-
electron transition. For this orbital, the agreement between
theory and experiment is truly optimal throughout the
investigated range of electron momenta, except at
momenta below 0.2 a.u. where a slight but clearly discern-
ible rise of the measured electron density may reflect a sym-
metry breaking that is possibly ascribable to vibrational
effects [83]. This slight discrepancy between experimental
distributions and theoretical calculations for the 1b2 orbital
Fig. 4. Convolved and spherically averaged momentum distributions of the 1b1
is also possibly due to distorted wave effects. Indeed, a
comparison of Figs. 4 and 5 demonstrates that this discrep-
ancy almost vanishes at an impact energy of 2400 eV plus
binding energies. The shape and spread of the momentum
distributions derived from the other bands remain on the
contrary unaffected by an increase of the kinetic energy
of the impinging electron.

In general, theoretical calculations reliably reproduce
the measured momentum distribution, except when a very
limited basis set such as 6-31G is employed [73]. Even with
a basis set as large as the aug-cc-pVTZ one, the HF calcu-
lations rather obviously fail to quantitatively reproduce the
1b1 and 3a1 experimental momentum distributions. In con-
trast, the agreement with the experimental curves is much
better with this basis set when using B3LYP Kohn–Sham
, 3a1, 1b2, 2a1 orbitals at an impact energy of 1200 eV plus binding energy.



Fig. 5. Convolved and spherically averaged momentum distributions of the 1b1, 3a1, 1b2, 2a1 orbitals at an impact energy of 2400 eV plus binding energy.

Fig. 6. Convolved and spherically averaged momentum distribution
inferred for the shake-up peak at 27.1 eV at impact energies of 1200 eV
and 2400 eV plus binding energy.
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orbitals, or Dyson orbitals derived from CI or ADC(3) cal-
culations. The latter theoretical orbital momentum distri-
butions are found again to almost coincide.

The experimental momentum distribution inferred in
Fig. 4 from an angular analysis of the (e, 2e) ionization
intensity ascribed to the peak at 32.4 eV is compared in
Fig. 4 with the Dyson orbital momentum distribution char-
acterizing the closest shake-up line in the ADC(3) spec-
trum, namely the satellite line at 33.5 eV with a pole
strength of 0.44. All theoretical distributions for this orbi-
tal are normalized. It appears that the CI/109GTO’s calcu-
lations by Bawagan et al. [31] slightly overestimate the 2a1

orbital density that is experimentally observed at low
momenta.

The experimental momentum distribution of the satellite
peak at 27.1 eV is compared with DFT calculations at the
B3LYP/aug-cc-pVTZ level for the 2a1 momentum distribu-
tion in Fig. 6. A slight difference between the theoretical
curves for the momentum densities computed at an impact
energy of 1200 eV (dashed line) and 2400 eV (solid line) is
simply due to convolutions with slightly different momen-
tum resolutions. The estimated experimental pole strength
for this band amounts to 0.021 at both impact energies.
The shape of the experimental distribution compared with
the theoretical one confirms the relationship of this shake-
up band with the 2a1 orbital, in agreement with the theoret-
ical SAC-CI, MR-SDCI or MR-RSPT2/3 calculations
described in the previous section, or assignment by Ehara
et al. [53].
It thus experimentally appears that the intensity of the
2a1 shake-up onset at 27.1 eV does not show any dynamical
dependence on the impact energy, at kinetic energies above
1200 eV. In contrast, it is interesting to note that in syn-
chrotron experiments the intensity of this band was found
to vary in a remarkable way with the photon energy [52].
One obvious explanation is that with photoelectron exper-
iments at photon energies of 100 eV, residual interactions
between the molecular radical cation and the outgoing elec-
tron remain strong, which results in severe alterations of



Table 3
Basis-set dependence of the total energy and dipole moment of H2O

Method/basis set Size Dipole moment
(D)

Total energy
(Hartree)

B3LYP/6-31G 13 2.463 �76.3849
B3LYP/6-311++G** 37 2.1625 �76.4592
B3LYP/aug-cc-pVTZ 105 1.8409 �76.4671
B3LYP/d-aug-cc-pV6Z 551 1.8548 �76.4742
HF/6-31G 13 2.6299 �75.9834
HF/6-311++G** 37 2.2392 �76.0529
HF/aug-cc-pVTZ 105 1.9757 �76.0611
HF/d-aug-cc-pV6Z 551 1.9815 �76.0674
Experimental 1.8546 ± 0.0006a 76.4376 ± 0.0004b

a Ref. [85].
b Refs. [87,31]. The value reported here is the non-relativistic, non-

vibrating total energy of water.
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the continuum wave function, the shape of which is
strongly dependent on the kinetic energy of the ionized
electron. This is not the case with ionization events induced
by electron impact at high kinetic energies: under the so-
called EMS conditions, the impinging and outgoing elec-
trons are on the contrary reliably described by plane waves.

4.4. Basis set effects

Fig. 7 confirms the rather strong influence of the basis
set on the theoretical momentum distributions associated
to the 1b1 and 3a1 orbitals. Although Bawagan et al. have
discussed these effects [31], it is still instructive, with regards
to software and hardware developments over the last 20
years, to investigate further the influence of the basis.
The original HEMS program developed at the University
of British Columbia (UBC) [31], which is now widely used
to calculate electron momentum distributions, cannot han-
dle basis sets containing g-type polarization functions and
beyond. A new program for computing momentum distri-
butions was therefore developed for this purpose at Tsing-
hua University. This program, named NEMS, was coded
using FORTRAN90. It makes use of general analytic for-
mula [84] for handling basis functions, whatever their
angular momentum quantum number. The fast algorithm
of continual fractions [85] was used for numerically com-
puting spherical Bessel functions jl(x). This algorithm is
considered to be the best strategy for calculating high order
Fig. 7. Momentum distributions of (a) 1b1 orbital and (b) 3a1 orbital at
various theoretical levels (the experimental resolution is not accounted
for).
spherical Bessel functions jl(x) near space origin (x � 0)
and in the asymptotic region (x� 1). This new program
enabled us to compute momentum distributions using a
much larger basis set (d-aug-cc-pV6Z), which includes g-,
h-, and i-type basis functions.

Table 3 gives the calculated dipole moment and total
energy of water molecule using HF and DFT methods with
various basis sets. The slight difference in total energies, as
well as in dipole moments, between the aug-cc-pVTZ and
d-aug-cc-pV6Z basis sets indicates that these basic ground
state properties, and the underlying wavefunction there-
fore, are almost effectively converged with the aug-cc-
pVTZ basis set. The excellent agreement between our best
theoretical (B3LYP/d-aug-cc-pV6Z) values and the experi-
mentally inferred results [86,87] for the dipole moment and
total energy (Table 3), as well as for the electron momen-
tum distributions (Figs. 4 and 5), confirms that DFT calcu-
lations incorporating ground state correlation effects are
superior to the HF approach for studying molecular prop-
erties related to the ground state electron density. Note
nonetheless that DFT is semi-empirical in nature, and does
not obey therefore the variational principle regarding the
total energy. Indeed, in this case, it is found that close to
the limit of a complete basis set, the B3LYP total energy
is obviously lower than the experimental value found for
the total non-relativistic energy at equilibrium [31]. It is
thus here worth remembering that the electron densities
measured in EMS relate to transition amplitudes between
the neutral ground state and cationic states – they do not
therefore simply relate to ground state electron densities
for specific sets of orbitals.

As is clearly seen from Fig. 7, the momentum distribu-
tion computed for the 1b1 orbital at low electron momenta
tends to increase with the number of diffuse functions in the
basis sets (see the progression of curves 1–3 for DFT, and
5–7 for HF). Beyond the aug-cc-pVTZ basis set, a slight
reversal in this trend is seen when considering the results
obtained with the largest basis set considered in this study,
namely d-aug-cc-pV6Z (see curves 4 and 8). It is interesting
to note that, in the saturation limit, the same trends are
observed both with GTO and STO basis sets [31]. There-



C.G. Ning et al. / Chemical Physics 343 (2008) 19–30 29
fore, this variation in the influence of the basis set might be
due to the fact that the d-aug-cc-pV6Z basis set contains
more split-valence components. All the theoretical momen-
tum distributions are generated using the newly developed
NEMS program, which can handle any type of atomic
basic functions.

5. Conclusions

In this paper, we report the results of an exhaustive rein-
vestigation, throughout the valence region, of the electronic
structure of water using a new (e, 2e) spectrometer, which
enables a much improved energy resolution of DE =
0.68 eV, as well as azimuthal and polar angle resolutions
of D/ = ±0.84� and Dh = ±0.53�, respectively. The mea-
sured electron impact (e, 2e) ionization spectra were com-
pared with a variety of calculations of one-electron and
shake-up ionization spectra employing the 1p-GF/
ADC(3) and SAC-CI general approaches, and of excitation
energies in the water radical cation employing multi-refer-
ence theories (MR-SDCI, MR-RSPT2, MR-RSPT3).
Highly accurate experimental momentum distributions
derived from an angular analysis of (e, 2e) ionization inten-
sities were compared with spherically averaged momentum
distributions derived from HF orbitals, B3LYP Kohn–
Sham orbitals, and ADC(3) Dyson orbitals. In view of a
very significant failure of the target HF approximation for
the 1b1 and 3a1 orbitals, these improved momentum distri-
butions sheld light again on the importance of electronic
correlation in quantitative theoretical studies of electronic
densities. A weakly discernible peak at 27.1 eV defining
the experimental shake-up onset of water was confirmed
to relate to a complex set of shake-up states produced by
ionization of the 2a1 orbital. The influence of Rydberg-type
basis functions on the energies of these states is rather lim-
ited. On the other hand, and probably because of the
atomic-like (O2s) nature of the involved orbital, the 2a1

shake-up onset is associated to particularly pronounced
charge transfer processes towards the continuum resulting
in unusually strong electronic relaxation effects. It is there-
fore strongly dependent on the inclusion of double elec-
tronic excitations in the shake-up excitation operator
manifold. ADC(4) calculations incorporating 3h-2p
shake-up states and 3p-2h shake-on states in this manifold
would therefore be very much needed for reproducing accu-
rately enough the lowest shake-up bands of water within the
framework of one-particle Green’s Function theory.

A new algorithm has been developed for calculating elec-
tron momentum distributions using almost complete basis
sets, such as d-aug-cc-pV6Z. A comparison with results
obtained with smaller basis sets indicate near saturation
at the HF/aug-cc-pVTZ and B3LYP/aug-cc-pVTZ levels.

Acknowledgements

This work is supported by the National Natural Science
Foundation of China under Contract No. 10575062 and
Specialized Research Fund for the Doctoral Program of
Higher Education under 20050003084. The authors also
acknowledge the financial support by the Fonds voor Wet-

enschappelijk Onderzoek-Vlaanderen (FWO) and the Bij-

zonder OnderzoeksFonds (BOF) of the Hasselt University.
Yanru Huang has been working nine months (15th June
2006–14th March 2007) as a PhD student at Hasselt Uni-
versity, thanks to a fellowship obtained within the frame-
work of a bilateral program for scientific cooperation
between Belgium (Flanders) and PR China. Balazs Hajgato
was post-doctoral researcher at Hasselt University from
01st July to 31st December 2006. He acknowledges further
financial support from the Technical University of Buda-
pest, Hungary, from 1st February to 30th April 2007,
and from a DFT-network sponsored by the FWO-Vlaand-
eren (Belgium), from 1st May 2007 to 30th April 2008.
References

[1] I.E. McCarthy, E. Weigold, Rep. Prog. Phys. 91 (1991) 789.
[2] E. Weigold, I.E. McCarthy, Electron Momentum Spectroscopy,

Kulwer/Plenum, New York, 1999.
[3] C.E. Brion, Int. J. Quantum Chem. 29 (1986) 397.
[4] M.A. Coplan, J.H. Moore, J.P. Doering, Rev. Mod. Phys. 66 (1994)

985.
[5] R. McWeeny, B.T. Pickup, Rep. Prog. Phys. 43 (1980) 1065.
[6] Y. Ohrn, G. Born, Adv. Quantum Chem. 13 (1981) 1.
[7] B.T. Pickup, Chem. Phys. 19 (1977) 93.
[8] G.M. Seabra, I.G. Kaplan, V.G. Zakrzewski, J.V. Ortiz, J. Chem.

Phys. 121 (2004) 142.
[9] M.S. Deleuze, S. Knippenberg, J. Chem. Phys. 125 (2006) 104309.

[10] Y.R. Huang, S. Knippenberg, B. Hajgato, J.-P. Francois, J.K. Deng,
M.S. Deleuze, J. Phys. Chem. A 111 (2007) 5879.

[11] C.G. Ning, X.G. Ren, J.K. Deng, G.L. Su, S.F. Zhang, S.
Knippenberg, M.S. Deleuze, Chem. Phys. Lett. 421 (2006) 52.

[12] M.S. Deleuze, B.T. Pickup, J. Delhalle, Mol. Phys. 83 (1994) 655.
[13] H. Hafied, A. Eschenbrenner, C. Champion, M.F. Ruiz-López, C.
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