Low energy (e,2e) studies from CH$_4$: Results from symmetric coplanar experiments and molecular three-body distorted wave theory
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Low energy experimental and theoretical triply differential cross sections are presented for electron impact ionization of methane (CH$_4$) for both the highest occupied molecular orbital (HOMO) and next highest occupied molecular orbital (NHOMO). The HOMO is a predominantly p-type orbital which is labeled 1t$_2$ and the NHOMO is predominantly s-type labeled 2a$_1$. Coplanar symmetric (symmetric both in final state electron energies and observation angles) are presented for final state electron energies ranging from 2.5 to 20 eV. The theoretical M3DW (molecular three-body distorted wave) results are in surprisingly good agreement with experiment for the HOMO state and less satisfactory agreement for the NHOMO state. The molecular NHOMO results are also compared with the ionization of the 2s shell of neon which is the isoelectronic atom. © 2011 American Institute of Physics. [doi:10.1063/1.3581812]

I. INTRODUCTION

Electron scattering from molecules is a rich field with many important applications [Ref. 1 and references therein]. As an example, electron–molecule collisions are widely used in the technology industry for plasma devices and etching; they have an important role in developing more accurate medical imaging techniques and radiotherapies and natural phenomena such as auroras, planetary nebula, and lightning also critically dependent on electron–molecule collisions. Understanding each of these processes requires accurate and detailed information of the collision dynamics between the electron and the target molecule. (e,2e) experiments which measure electron impact ionization, provide the most rigorous experimental data in the form of a triple differential cross section (TDCS). At low impact energies the probability of ionization is highest. As such, collisions in this energy region occur most abundantly and so it is important to characterize the interactions fully to describe the physical phenomena that are seen. Despite this, detailed experimental and theoretical examinations of electron–molecule collisions in this regime have been relatively few. This is due to the challenges presented to both theory and experiment when working in this energy regime and is also due to the nature of molecules, which are used as the targets. At low energies the collision dynamics are far from impulsive and so effects such as post collision interactions, multiple collisions, target polarization, and distortion of the associated wavefunctions of the target and electrons involved in the interaction all must be considered and evaluated. These challenges have been largely overcome for atomic targets and sophisticated theoretical models have been developed which provide good agreement with experimental data for many atoms.$^{2-4}$

Adopting molecules as the target in these studies is significantly more complicated. Generating experimental and theoretical data that can be directly compared is considerably more involved. One problem that arises is that molecules tend to have more closely spaced energy levels compared to atoms and these states are often unresolvable by experiment.$^{5-8}$ In this case, the measured TDCS arises from multiple orbitals making comparison with theory less conclusive. A further consideration that arises in most experiments is that the target molecules are randomly oriented in space, due to being produced from either an effusive gas beam or oven. This random orientation needs to be included in the theory before a direct comparison with experimental data can be attempted. Finally, molecules have multiple distributed nuclei that may each act as independent scattering centres. This noncentral distribution considerably complicates the model due to a reduction of symmetry and makes the calculations computationally intensive. Notwithstanding these challenges, theoretical models are being developed for application to polyatomic molecules in the low energy regime and new experimental measurements are emerging [see Refs. 5–14 for examples of recent work]. A review of recent experimental and theoretical work for electron-impact ionization of molecules was given by Madison and Al Hagan.$^{15}$

Methane (CH$_4$) is the smallest hydrocarbon and so is a relatively simple polyatomic molecule. It has a highly symmetric tetrahedral structure with four equivalent C–H bonds. There are five molecular orbitals in the $X^1A_1$ ground state. Molecular symmetry leads to triple degeneracy of the 1t$_2$ highest occupied molecular orbital (HOMO), the lower orbitals being the 2a$_1$ and 1a$_1$ orbitals. This simple electronic...
structure has made methane an ideal prototype to model organic systems and so it has often been employed when developing models of biological matter or planetary atmospheres. Furthermore, methane is a potent greenhouse gas with a high global warming potential. This simple molecule also has significant technological uses such as in the development of plasma devices and in the fabrication of carbon nanotubes, nanowires, and graphene [see Refs. 16–19 for examples]. In terms of the investigation instigated here, methane is an ideal target to help in understanding the discrepancies observed between experimental and theoretical data for molecules. The 2a1 next highest occupied molecular orbital (NHOMO) of methane has a very similar electron density to that of a carbon 2s atomic orbital.20 As such, it is expected that this molecular orbital can be described by a much simpler atomic theory. More importantly, the 2a1 molecular orbital has s-electron characteristics and so has predominantly spherical symmetry. Any effects of the spherical averaging procedure utilized in a theoretical model should hence be minimized for such an orbital. A comparison between the experimental and theoretical data for this orbital should therefore reveal if the observed differences are due to this spherical averaging process. A further investigation of this premise, as carried out here, is to compare results from methane to the isoelectronic atom, neon. The atomic target clearly does not require spherical averaging within the theoretical model. Furthermore, this comparison should isolate key features seen in the TDCS due to the molecular nature of the target.

A number of (e,2e) studies of methane have been previously undertaken, mostly utilizing the high energy electron momentum spectroscopy (EMS) regime.21–24 These studies demonstrate that accurate theoretical molecular wavefunctions are readily achievable. New studies of the collision dynamics from methane at intermediate energies were also carried out recently.10, 14

The remainder of this paper is structured as follows: Sec. II outlines the pertinent feature of the (e,2e) spectrometer used to measure the triple differential cross sections, whereas Sec. III describes the theoretical model used to predict the cross section. The results for both experiment and theory are presented and compared in Sec. IV. Conclusions from this study are summarized in Sec. V.

II. EXPERIMENTAL APPARATUS

The coincidence data taken throughout this experimental study utilized the fully computer controlled and optimized (e,2e) spectrometer at the University of Manchester. This spectrometer has been described in detail elsewhere25–27 and so only the features pertinent to this study are reproduced here. The spectrometer was operated in a “standard” coplanar geometry where the momenta of the ingoing and outgoing electrons are within the same plane. Figure 1 depicts the coplanar scattering geometry used. The two outgoing electron momentum analyzers were independently rotated around the detection plane to map the probability of a collision event. This probability map is termed the triple differential cross section. In this study, a symmetric configuration was used, so that \( \xi_1 = \xi_2 = \xi \) and \( E_1 = E_2 = E \).

High purity methane was admitted into the interaction region, controlled by a needle valve. Typical operating pressures of \( 9 \times 10^{-6} \) Torr were used in the chamber, in conjunction with very low incident electron beam currents of \( \sim 70 \) nA, in order to achieve good signal to background ratios.

Computer control and optimization of the electrostatic lenses within the electron analyzers allowed the automated tuning of the spectrometer at each new analyzer angle throughout data collection. The energy of the spectrometer was calibrated at the start of each new measurement so as to ensure data were taken at the peak of the coincidence binding energy spectrum. This study focused on the two outermost molecular orbitals within methane: the highest occupied \( 1t_2 \) orbital with a binding energy \( \sim 14 \) eV and the next highest occupied \( 2a_1 \) orbital at \( \sim 23 \) eV binding energy. A typical coincidence binding energy spectrum for these two orbitals is shown in Fig. 2. The data in Fig. 2 were taken under the same conditions, however, in two separate measurements since the power supply used to vary, the incident electron energy could only scan 10 V. Figure 2 clearly demonstrates that the orbitals are fully resolved so that the coincidence data from each orbital is uncontaminated by its neighbor. These well resolved

![FIG. 1. Schematic of the scattering geometry depicting the various angles](image-url)

![FIG. 2. A typical coincidence binding energy spectrum obtained for CH4. These data were measured in a coplanar geometry with outgoing electron energies of 20 eV at \( \xi = 45^\circ \). The two peaks correspond to the two highest orbitals, i.e., the \( 1t_2 \) and \( 2a_1 \) orbitals as labeled. The orbitals are easily resolved, so that the TDCS from each orbital is uncontaminated by its neighbor. The width of the HOMO is significantly increased from that due solely to the experimental resolution due to Jan–Teller distortion.21)](image-url)
structures eliminate one of the difficulties often encountered when studying molecules, since the data from each orbital can be measured separately for comparison with theory. It is also seen that the coincidence signal from the 2a\(_1\) orbital is significantly smaller than from the 1t\(_2\) orbital.

The experimental data presented here have not been measured on an absolute scale. Hence, each data set has been normalized to unity at the peak. Each data set is derived from several sweeps of the electron analyzers around the detection plane, which were then averaged. The vertical error bars represent the angular uncertainty due to the acceptance angle of the electron analyzers and the pencil angle of the electron gun.

### III. THEORETICAL FRAMEWORK

The details of the molecular three-body distorted wave (M3DW) approximation have been presented elsewhere\(^28–30\) so only a brief overview will be presented here. The M3DW TDCS is given by

\[
\frac{d^2\sigma}{d\Omega_a d\Omega_b dE_b} = \frac{1}{(2\pi)^3} \frac{k_a k_b}{k_i} (|T_{\text{dir}}|^2 + |T_{\text{exc}}|^2 + |T_{\text{dir}} - T_{\text{exc}}|^2),
\]

where \(\vec{k}_i\) is the initial state wave vector, \(\vec{k}_a (\vec{k}_b)\) is the wave vector for the scattered (ejected) electron, and the direct and exchange amplitudes are \(T_{\text{dir}}\) and \(T_{\text{exc}}\), respectively:

\[
T_{\text{dir}} = (\chi_a^-(\vec{k}_a, \vec{r}_1) \chi_b^+(\vec{k}_b, \vec{r}_2) C_{\text{scat-eject}(r_{12})} |V - U_f| \phi_{\text{DY}}(\vec{r}_2) \chi_i^+(\vec{k}_i, \vec{r}_1)),
\]

\[
T_{\text{exc}} = (\chi_a^-(\vec{k}_a, \vec{r}_2) \chi_b^+(\vec{k}_b, \vec{r}_1) C_{\text{scat-eject}(r_{12})} |V - U_f| \phi_{\text{DY}}(\vec{r}_2) \chi_i^+(\vec{k}_i, \vec{r}_1)).
\]

In Eqs. (2) and (3), \(\vec{r}_1\) (\(\vec{r}_2\)) is the coordinate of the incident (bound) electron, \(\chi_i, \chi_a\), and \(\chi_b\) are the distorted waves for the incident, scattered, and ejected electrons, respectively, \(C_{\text{scat-eject}}\) is the Coulomb interaction between the scattered projectile and ejected electron, and \(\phi_{\text{DY}}\) is the Dyson orbital averaged over all orientations (OAMO—orientation averaged molecular orbital)\(^28\) for the initial bound state wavefunction of the active electron. The molecular wavefunction was calculated using density functional theory along with the standard hybrid B3LYP\(^31\) functional by means of the ADF 2007 (Amsterdam Density Functional) program\(^32\) with the TZ2P (triple-zeta with two polarization functions) Slater type basis sets. For low energy electron-impact ionization, we have found that the full Coulomb interaction \(C_{\text{scat-eject}}\) typically overestimates the strength of the electron-electron repulsion while the Ward–Macek approximation\(^33\) yields better agreement with experiment so we have used the Ward–Macek approximation in this work.

The potential \(V\) in Eqs. (2) and (3) is the initial state interaction between the projectile and the neutral molecule, and \(U_i\) is the initial-state spherically symmetric distorting potential which is used to calculate the initial-state distorted wave \(\chi_i\). The Schrödinger equation for the incoming electron wavefunction is given by

\[
\left( T + U_i - \frac{k_i^2}{2} \right) \chi_i^+(\vec{k}_i, \vec{r}) = 0,
\]

where \(T\) is the kinetic energy operator, and the “+” superscript on \(\chi_i^+(\vec{k}_i, \vec{r})\) indicates outgoing wave boundary conditions. The initial state distorting potential contains three components \(U_i = U_S + U_E + U_{CP}\), where \(U_S\) is the initial state spherically symmetric static potential which is calculated from the molecular charge density averaged over all angular orientations, \(U_E\) is the exchange-distortion potential of Furness and McCarthy,\(^34\) and \(U_{CP}\) is the correlation-polarization potential of Perdew and Zunger\(^35\) (see also Padial and Norcross\(^36\)).

The two final channel distorted waves are obtained from a Schrödinger equation similar to Eq. (4)

\[
\left( T + U_f - \frac{k_{ab}^2}{2} \right) \chi_{ab}^-(\vec{k}_{ab}, \vec{r}) = 0.
\]

Here \(U_f = U_I + U_E + U_{CP}\) where \(U_I\) is the final state spherically symmetric static distorting potential for the molecular ion which is calculated using the same procedure as \(U_S\) except that the active electron is removed from the charge distribution.

For the 1t\(_2\) state, the Dyson orbital averaged over all orientations \(\phi_{\text{DY}}\) is zero due to the symmetry of the state (i.e., there are exactly canceling positive and negative contributions). To avoid this cancelation, we averaged the total value of the Dyson orbital instead of the actual orbital.

### IV. RESULTS AND DISCUSSION

#### A. Accuracy of the OAMO wavefunctions

A reliable, accurate OAMO wavefunction for use as the \(\phi_{\text{DY}}\) can be obtained by noting that the high energy (e,2e) EMS experiment provides a measurement of the Dyson orbital.\(^37\) EMS results represent the square modulus of the momentum space wavefunction, which is the Fourier transform of a radial wavefunction averaged over all orientations. Consequently, one way to generate an accurate wavefunction would be to take the inverse Fourier transform of experimental EMS data. However, since the measurement is directly related to the square of the wavefunction, a unique solution for the inverse problem cannot be obtained due to cross terms. Alternatively, the accuracy of the OAMO wavefunctions used in the M3DW theory can be evaluated by taking its Fourier transform and then comparing it with EMS data. Figure 3 compares the square modulus of the Fourier transform of the \(\phi_{\text{DY}}\) for the 1t\(_2\) and 2a\(_1\) states with the momentum wavefunctions measured by Clark et al.\(^21\) It may be seen that there is reasonably good agreement with experiment for both states, which would indicate that the two averaging methods yield reasonable results. It is interesting and surprising to note that 1t\(_2\) state is in better agreement with the EMS measurements than the 2a\(_1\) state.
FIG. 3. Comparison between experimental EMS data (dots) and the square modulus of the Fourier transform of the orientational averaged molecular wavefunctions, $\phi_{OAMO}^2$, (lines) which were used to calculate the TDCS used in this study.

B. Triple differential cross sections for methane

1. 1t2 state

The experimental and calculated TDCS for the outermost, 1t2, orbital of methane are shown in Fig. 4. There is reasonably good qualitative agreement between experiment and theory. Both sets of data show the typical trends seen for atomic targets, despite the molecular nature of methane. At the highest energy, with outgoing electron energies of 20 eV as shown in Fig. 4(a), a larger cross section is seen in the forward scattering direction ($\xi < 90^\circ$), compared to scattering in the backward direction ($\xi > 90^\circ$). This inverts as the energies are lowered, both in the theory and experiment. At the lowest energy of 2.5 eV [Fig. 4(f)], the largest relative amplitude is predicted in the backward direction; however, the apparatus cannot reach the scattering angles where this peaks. The theoretical prediction for the large angle peak position differs from that obtained experimentally.

As the energy of the outgoing electrons is lowered, it is expected that the Coulomb repulsion between outgoing electrons will play an increasingly important role, driving the electrons apart. This repulsion is called a post-collision-interaction (PCI). PCI would cause the forward scattering peak to shift toward $\xi = 90^\circ$ in symmetric kinematics as the outgoing electron energy lowers and the data presented here demonstrates this effect. PCI will also shift the backward scattering peak toward $\xi = 90^\circ$, however this cannot be confirmed in this data since the backwards peak is beyond the angular range accessible to the experiment in all cases.

Overall, agreement between the experimental data and theoretical calculations is reasonable given the complexity of the interactions at these energies and given the approximations that have been made as described in Sec. III. The peak positions for the forward scattering peak are in general well represented in the model. The movement of the forward peak toward $\xi = 90^\circ$, as the energy is lowered, is also reproduced. However, the backward scattering peak is predicted to be at lower scattering angles than is observed for all energies. Theory also predicts a deep minimum between the forward and backward peaks, whereas the data do not exhibit this. Further, the relative heights of the peaks for each incident energy are not in good agreement with the data. The relatively good agreement is, overall, surprising given the p-like symmetry of the 1t2 orbital, which has parity inversion through the interaction (PCI). PCI would cause the forward scattering peak to shift toward $\xi = 90^\circ$ in symmetric kinematics as the outgoing electron energy lowers and the data presented here demonstrates this effect. PCI will also shift the backward scattering peak toward $\xi = 90^\circ$, however this cannot be confirmed in this data since the backwards peak is beyond the angular range accessible to the experiment in all cases.

FIG. 4. TDCS from the 1t2 HOMO state of CH4 for coplanar symmetric kinematics. The energies of the outgoing electrons are shown on the respective plots. The experimental data (dots) and results from the molecular three-body distorted wave approximation (lines) are depicted. The experimental and theoretical data have been independently normalised to unity at the peak for each energy.
molecular centre. This inversion symmetry has been lost in the averaging process so this approximation might be expected to cause significant differences between theory and experiment. It seems that the angular details of the bound state wavefunction must not be very important for low energies, although they may be the cause of some of the discrepancies that are seen.

2. $2a_1$ state

One of the key motivations for carrying out this study is that the $2a_1$ state of CH$_4$ is highly symmetric and has no parity inversion through the molecular centre. As such, it is expected that the approximations used in the spherical averaging process should be far less severe than for the $1t_2$ state. Figure 5 shows the results for the $2a_1$ state. Again, the data show behavior similar to atomic targets, with a forward and backward peak being observed. However, a major difference in the data for this state is in the evolution of the peak at angles $\sim \xi = 90^\circ$, a feature that is not usually seen in atomic targets. This feature is small at higher outgoing energies, but becomes increasingly clear and more pronounced as the energy is decreased. Peaks in this region (where the outgoing electrons emerge back to back, i.e., at $\xi = 90^\circ$), are often attributed to PCI between the two outgoing electrons; however, at the energies used here it is unlikely that PCI is the dominant cause. Further, the peak at $\xi = 90^\circ$ becomes more pronounced as the energy is lowered, rather than being due to a merger between the forward and backward peaks. This new feature must therefore be considered as being due to an additional scattering phenomena that arises for this state.

By contrast, the M3DW only predicts atomic-like structures, with a TDCS that differs little compared to that predicted for the $1t_2$ state. The model again produces two peaks, with a deep minimum between forward and backward scattering peaks. Although there is qualitative agreement between theory and experiment for the highest energies, theory does not predict the correct peak positions, relative heights or structure for the lower energies. In the spherical averaging process for the nuclei, the point charges from the hydrogen nuclei are spread out to a uniform distribution on a sphere which would make them much less effective as a scattering centre. Consequently, the fact that the theory predicts two lobes while experiment has three lobes, suggests that the three lobe structure might originate from scattering from the H nuclei, but experimental data from neon presented in Sec. IV C indicate that other processes may also be playing a role in producing the peak at $\xi = 90^\circ$.

The limited agreement between experiment and theory for this state is surprising, given that this orbital was specifically selected for its almost spherical structure and lack of parity inversion. A contributing factor to this, given the relatively good agreement between theory and experiment for the $1t_2$ state, may be that the $2a_1$ state is deeper within the molecule (i.e., it is not the outermost orbital), so that scattering from the H nuclei may become more important, whereas the nuclei are more effectively screened for the outer $1t_2$ state.

Figure 6 shows the $1t_2$ and $2a_1$ theoretical results normalized to unity at the largest cross section. It is interesting to note that the results for the two states are very similar in structure (although they are different in their predicted magnitude, which is not seen in the comparison with the experimental data here due to normalization). This observation suggests that the main contributing factor to the calculated cross section for low energies is either the dynamics of the collision or the role of nuclear scattering which is the same for both molecular states and that the nature of the orbital does not have a significant influence on the theoretical predictions.

C. TDCS for isoelectronic atom and molecule

By comparing the TDCS for the $2a_1$ state in CH$_4$ (IP = 23.05 eV) with the isoelectronic atom neon (IP = 48.5 eV), it may be possible to identify sources of the discrepancy between experiment and theory shown above. Given that the $2a_1$ MO in methane is considered to be equivalent to
a relatively unaltered 2s carbon atomic orbital,\textsuperscript{20} it is anticipated that the TDCS from the 2a\textsubscript{1} state may be similar to that of the analogous 2s atomic state in neon, since in each case there are six electrons outside the 2s shell. A comparison of the TDCS of the molecule with that of neon could then indicate if the lack of agreement between experiment and theory is primarily due to the molecular nature of the target. Since the theoretical model does not need to apply spherical averaging for atoms, the effect of this approximation is eliminated. Further, differences in the data for the atom and molecule may also arise from the additional scattering centres of the hydrogen nuclei present in CH\textsubscript{4}.

Figure 7 shows the TDCS for ionizing the 2a\textsubscript{1} state of CH\textsubscript{4} and the Ne 2s state at two energies; one at a relatively high energy where the outgoing electrons both have an energy of 20 eV (a) and (c) and one for the low energy case where the outgoing electrons have an energy of 5 eV (b) and (d). In each case, the data show similar trends for both the molecule and atom. At the higher energy the cross section has a strong intensity in the forward direction which decreases rapidly with higher angles. The TDCS measured for neon only has a small increase for scattering angles beyond 110°, in contrast to CH\textsubscript{4}, which shows a significant rise at angles greater than 110°. For the low energy case the triple peak structure noted in
Fig. 5 is seen in both targets, although for neon the scatter in the data makes this less clear than for CH₄. The maximum in the forward direction for neon occurs at higher angles than for CH₄. There is now a clear minimum around 115° for neon, whereas this minimum occurs at ~105° in CH₄. The cross section for CH₄ at higher angles is significantly larger than for forward scattering, in contrast to neon that does not show this effect at angles that are accessible within the spectrometer.

The qualitative similarities in the experimental cross sections for the two targets corroborate the premise that the target orbitals are similar. The comparison between the data and theory is quite good for neon at the higher energy [Fig. 7(c)]. By contrast, at low energies the theoretical TDCS does not emulate the data and is different for the two targets. With all nuclear charge placed at the centre of mass, theory only predicts a single peak for low energy while experiment appears to have a small three-lobe structure superimposed on a large single peak. The small three-lobe structure for Ne indicates that the strong three-lobes found for the 2a₁ state on CH₄ arises from more than scattering from the H-nuclei. Since theory is not significantly better for the atomic target at low energies, this suggests that the spherical averaging process is not the sole source of discrepancy between experiment and theory, and that other approximations in the calculation must be playing a significant role at these energies, such as using distorted waves calculated on spherically symmetric molecular potentials that do not depend on the orientation of the molecule.

V. CONCLUSIONS

Experimental (e,e₂) data for ionization of methane in the low energy regime using a coplanar symmetric geometry have been compared with a molecular three-body distorted wave approximation (M3DW). A comparison between the φDY and experiment was made via high energy EMS results. Good agreement was found for both states. However, agreement between theory and experiment is somewhat mixed for low energies, this suggests that the spherical averaging process is not the sole source of discrepancy between experiment and theory, and that other approximations in the calculation must be playing a significant role at these energies, such as using distorted waves calculated on spherically symmetric molecular potentials that do not depend on the orientation of the molecule.
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