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Dyson orbitals of N2O: Electron momentum spectroscopy and symmetry
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Electron momentum spectroscopy and symmetry adapted cluster-configuration interaction (SAC-
CI) theory were combined to study electron correlation effects in nitrous oxide molecule (N2O). The
SAC-CI General-R method accurately reproduced the experimental ionization spectrum. This bench-
marked method was also introduced for calculating the momentum distributions of N2O Dyson or-
bitals. Several calculated momentum distributions with different theoretical methods were compared
with the high resolution experimental results. In the outer-valence region, Hartree-Fock (HF), den-
sity functional theory (DFT), and SAC-CI theory can well describe the experimental momentum
distributions. SAC-CI presented a best performance among them. In the inner-valence region, HF
and DFT cannot work well due to the severe breaking of the molecular orbital picture, while SAC-
CI still produced an excellent description of experimental momentum profiles because it can accu-
rately take into account electron correlations. Moreover, the thermally averaged calculation showed
that the geometrical changes induced by the vibration at room temperature have no noticeable ef-
fects on momentum distribution of valence orbitals of N2O. © 2011 American Institute of Physics.
[doi:10.1063/1.3593271]

I. INTRODUCTION

Electronic structures of atoms and molecules are of par-
ticular interest for chemists and a key factor in understanding
chemical properties. Electron momentum spectroscopy,
which is based on a kinetic-complete (e, 2e) ionization exper-
iment, can directly measure binding energies and momentum
distributions of individual molecular orbitals at the same
time.1, 2 To interpret the experimental results, the frozen or-
bital approximation has been widely used in electron momen-
tum spectroscopy (EMS) field.3 In combination with Hartree-
Fock (HF) or density functional theory (DFT) calculations,4–6

it can provide a good description of some experimental
results. However, the frozen orbital approximation is not ac-
curate enough if the electron correlation is very strong in some
molecular system. Recently, some high level calculations,
such as configure interaction7 and Green’s function methods,8

have been used to interpret the experimental results. They
can reproduce the experimental results for the outer valence
orbitals very well through including the electron correlation.
But for the inner valence regions, even higher orders of elec-
tron excitations are required to reproduce the complicated
satellite lines.9 The symmetry adapted cluster-configuration
interaction (SAC-CI) method, which can include the electron
correlation up to sextuple, has produced very impressive
results in the inner valence regions.10, 11 Although SAC-CI
has been used to interpret binding energy spectra, there
is no report on using SAC-CI to calculate the momentum
distributions, which is the most important feature of EMS.

a)Electronic mail: ningcg@tsinghua.edu.cn.
b)Electronic mail: djk-dmp@tsinghua.edu.cn.

In present work, we reported the theoretical momentum
distributions of N2O molecule by SAC-CI method. N2O is
of great importance in chemistry and atmospheric science,
and also an important prototype molecule for theoretical and
experimental works.12–26 The valence binding energy spectra
of N2O have been previously investigated using photoelec-
tron spectroscopy with the synchrotron radiation,27 x ray,28

and dipole (e, 2e) techniques.29 Ehara et al. have intensively
studied the satellite structure of N2O ionization energy spectra
by SAC-CI method.30 The EMS experimental results of N2O
have also been previously reported.31–33 However, there is no
detailed theoretical explanation for the experimental momen-
tum distributions of those N2O satellite structures.

The experiment was preformed on our third-generation
high resolution and high efficiency electron momentum spec-
trometer. The SAC-CI calculations are in excellent agree-
ment with the experimental results for both the binding en-
ergy spectrum and the momentum distributions. HF, DFT, and
outer valence green function (OVGF) (Refs. 34 and 35) cal-
culations were also presented.

II. THEORETICAL AND EXPERIMENTAL RESULTS

A. Experimental methods and basic theories of EMS

The descriptions and operations of our high reso-
lution EMS spectrometer have been reported in details
previously.36, 37 Only a brief description is given here. Our
spectrometer takes the symmetric non-coplanar scattering ge-
ometry. A double-toroidal energy analyzer is used for analyz-
ing the energies and angles of electrons. At the end of the tra-
jectory of electron, two large position sensitive detectors are
used to determine the positions of electrons accurately. With

0021-9606/2011/134(20)/204304/8/$30.00 © 2011 American Institute of Physics134, 204304-1

Downloaded 06 Jun 2011 to 166.111.27.34. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

http://dx.doi.org/10.1063/1.3593271
http://dx.doi.org/10.1063/1.3593271
http://dx.doi.org/10.1063/1.3593271
mailto: ningcg@tsinghua.edu.cn
mailto: djk-dmp@tsinghua.edu.cn


204304-2 Miao et al. J. Chem. Phys. 134, 204304 (2011)

this arrangement, we can significantly increase the collecting
efficiency of the coincidental (e, 2e) events.

In present experiment, the barium oxide cathode elec-
tron gun is employed to generate an electron beam with a
low energy spread and a low divergence angle due to the
low working temperature (1100 K). The coincidental instru-
mental energy resolution is 0.68 eV (full width at half max-
imum, FWHM), which was obtained through the calibration
of Ar sample. The finite spectrometer acceptance angle of θ

is ±0.84o (one standard deviation), and the angle resolution
of azimuthal angle ϕ is ±0.53o (one standard deviation). The
gaseous sample of N2O with a purity of 99.99% was used and
the flow rate was controlled by a needle valve. No impurities
were observed the binding energy spectrum.

Under the symmetric non-coplanar geometry, the mo-
mentum of electrons in atoms and molecules before the reac-
tion can be obtained through the out-of-plane azimuthal angle
ϕ between the two knocked-out electrons using the equation

p =
√

(2p1 cos θ1 − p0)2 + (2p1 sin θ1 sin(ϕ/2))2, (1)

where p0 and p1, respectively, represent the momentum of the
incident electron and the outgoing electron. The (e, 2e) ion-
ization cross section is directly related to Dyson orbital,1, 38–41

defined as the overlap of the initial ground state �g
N and the

final state � f
N−1, i.e.,

�Dyson = 〈
�N−1

f

∣∣�N
g

〉
, (2)

where N is the number of electrons. At the high electron im-
pact energies and high momentum transfer, EMS ionization
intensities are simply proportional to electronic structure fac-
tors obtained as the absolute square of Dyson orbitals in mo-
mentum space. In practice, Dyson orbitals are very hard to
compute and have commonly been empirically approximated
by Hartree-Fock orbitals or Kohn-Sham orbital. Within the
plane wave impulsive approximation (PWIA) framework,1

and the target Hartree-Fock approximation or the target Kohn-
Sham approximation,42, 43 the differential EMS cross section
for randomly oriented molecules at gas phase is given by1

σEMS ∝ S f
i

∫
d�|ψi (p)|2, (3)

where Si
f denotes the spectroscopic factor. Si

f is particularly
important in accounting for the shake-up and shake-off pro-
cesses due to configuration interactions in the final state. The
integral is known as the spherically averaged one-electron
momentum distribution.

B. The SAC-CI method and Dyson orbital

The SAC-CI method has been developed by the Nakat-
suji laboratory both in theories and algorithms,44–47 and has
been successfully applied to various chemical phenomena,
especially the ionization potential calculations.48, 49 Recently,
SAC-CI theory was also used to explain the (e, 2e) binding
energy spectra of furan, pyrrole, and thiophene.50 In present
work, SAC-CI method was used to study the momentum dis-
tributions in N2O.

The SAC-CI theory generally requires SAC and SAC-
CI calculations. SAC calculates symmetry-adapted cluster ex-

pansion for singlet closed-shell ground state and SAC-CI
calculates open-shell singlet excited states, triplet ground and
excited states, doublet ionized and doublet electron-attached
ground and excited states. SAC calculation is always neces-
sary for SAC-CI calculations. There are two ways contained
in SAC-CI to describe the excitations according to the choice
of the linked operators, namely, SD-R method and General-R
method. Only single and double excitations are contained in
SAC-CI SD-R method, while triple and even higher excita-
tions are involved in SAC-CI General-R methods.

The symmetry adapted cluster (SAC) expansion is de-
fined for the totally symmetric singlet closed-shell state as

∣∣ψ S AC
g

〉 = exp

( ∑
I

CI SI

)
|0〉 =

(
1 +

∑
I

CI SI

+1

2

∑
I,J

CI CJ SI SJ + ...

)
|0〉 , (4)

where |0> is the Hartree-Fock closed-shell determinant and
SI is symmetry adapted excitation operator. The SAC wave
function well describes the electron correlation of the ground
state. The above cluster expansion is based on the exponen-
tial hypothesis. This is mainly due to an approximate separa-
bility in the electron correlation. The exponential hypothesis
and the commutative operators lead to the size consistency
property.51, 52

Using the SAC wave function, we can write the SAC-CI
wave functions as ∣∣ψ S AC−C I

f

〉 = P
∣∣ψ S AC

g

〉
. (5)

The excitatory P is defined as

P =
N∑

K=0

dK RK . (6)

The equations are solved by diagonalizing symmetrized
matrices. The variational solution is obtained by applying the
variational principle to SAC and SAC-CI wavefunction. Ob-
viously, the wavefunctions of SAC-CI and SAC are mutually
orthogonal and Hamiltonian orthogonal.

The SAC-CI combined the merits of size consistency of
the cluster expansion and the energy upper boundary of CI.
The wavefunctions depend critically on the SAC solutions
for the ground state.

Dyson orbital constructed by SAC-CI is the linear combi-
nation of orthogonal HF orbitals with required symmetry and
finally normalized to a factor called spectroscopic factor, as
given by

�Dyson(I P) = 〈
�N−1

f |�N
g

〉 =
∑

i

ciφi ,

(7)
S f

i =
∑

i

c2
i , 0 ≤ S f

i ≤ 1,

where IP, � f
N−1, �g

N, φi, ci, and Si
f denote the ionization po-

tential, residual ion state, initial target state, HF orbitals, ex-
panding coefficients, and spectroscopic factors, respectively.

Downloaded 06 Jun 2011 to 166.111.27.34. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



204304-3 Dyson orbitals of N2O: EMS and SAC-CI J. Chem. Phys. 134, 204304 (2011)

The SAC-CI calculations were executed in GAUSSIAN 03
program.53 The correlated SAC and SAC-CI wavefunctions
were used for the ground and final states for including both
ground and final states correlations. All information required
to construct Dyson orbital was extracted by a home-compiled
program. Fourier transformations and the spherical average of
momentum distributions for each Dyson orbital were calcu-
lated with our NEMS program.54 The calculated momentum
distributions were further compared with the experimental re-
sults.

III. RESULTS AND DISCUSSION

A. Binding energy spectra of N2O

N2O is a linear molecule, belongs to the C∞v point group.
In the ground state, the 18 valence electrons are arranged in
six orbitals, including two degenerate orbitals. Its electronic
ground state has the following configuration:

(core)6 (4σ )2(5σ )2︸ ︷︷ ︸
inner valence

(6σ )2(1π )4(7σ )2(2π )4︸ ︷︷ ︸
outer valence

.

The binding energy spectra (BES) of N2O in the region
10-45 eV were shown in Fig. 1 for the incident energy of
1200 eV. Figure 1(a) shows the x-ray photoelectron spectrum
of N2O. Figure 1(b) is the EMS ionization energy spectrum
summed over all azimuthal angles ϕ. It can be seen that there
are four well resolved sharp peaks in the outer valence region
and several relative weak peaks in the inner valence region.
The experimental BES at each azimuthal angle was fitted by
14 Gaussian functions to obtain the experimental momentum
distributions for each peak. The widths of Gaussian functions
were combinations of the spectrometer energy resolution and
the Frank-Condon widths estimated from the high resolution
PES.12 The simulated ionization spectrum using the SAC-CI
General-R method was shown in Fig. 1(c). It can be seen that
the simulation can reproduce the most of features of experi-
mental binding energy spectrum.

In outer valence regions (<22 eV), each Dyson orbital
has one dominant HF orbital component. The main lines at
12.93, 16.45, 18.30, and 20.17 eV can be considered to be
the ionization from 2π , 7σ , 1π , and 6σ orbitals, respectively.
As Fig. 1 shows, the inner orbitals broken up into a bunch of
congested satellite lines in the region of 22-42 eV. It is hard to
tell which the main lines are, and which satellites are in this
region. The concept of molecular orbital in this region is no
longer a good picture. So, it is not appropriate to label the ex-
perimental peaks using HF orbitals. Table I compared the ex-
perimental ionization potentials and spectroscopic factors of
these peaks and the calculated values. OVGF method presents
reliable results for the outer valence orbitals. With the sta-
tistical average of orbital potential method (SAOP),55 DFT
also produced reasonable results. Only the highest level cal-
culation, SAC-CI General-R method was in excellent agree-
ment with experimental results in both outer valence and in-
ner valence regions. In Table I, the main difference between
present results and Ehara et al. comes from the selection of
R-operators: we included the R-operators up to the quintuple

FIG. 1. Binding energy spectra of N2O. (a) X-ray PES of N2O measured
at photon energy of 1486.6 eV.28 (b) EMS ionization spectra summed over
all ϕ angles, obtained at impact energy of 1200 eV plus binding energies.
The dashed lines represent individual fitting Gaussian peaks and the solid
line is summation. (c) Simulated ionization spectrum by SAC-CI General-R
method. The heights of short spikes represent the spectroscopic factors.

excitation in present work, while Ehara et al. included them
up to the triple excitation.30

B. Momentum distributions for Dyson orbitals in the
outer valence region

In outer valence regions, HF orbitals and DFT KS or-
bitals are usually good approximations to Dyson orbitals. In
Fig. 2, three types of calculated momentum distributions were
compared with experimental momentum distributions. For
DFT calculations, there are many different types of reported
exchange-correlation functional whose performance usually
depends on the specific system, and no exchange-correlation
functional is omnipotent. Here, three typical functions DFT-
B3LYP,56, 57 DFT-SVWN,58, 59 and DFT-PBE1PBE (Ref. 60)
were compared with each other. The correlated consistent
basis set cc-pVTZ (Ref. 61) was employed for all calcula-
tions. In general, all calculations can well reproduce the ex-
perimental momentum distributions. For peak 1 and peak 3

Downloaded 06 Jun 2011 to 166.111.27.34. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



204304-4 Miao et al. J. Chem. Phys. 134, 204304 (2011)

TABLE I. Ionization potentials (IP) (eV) and spectroscopic factors (SF) of N2O.

EMSa PESb OVGFa SAC-CIa (General-R) SAC-CIc (General-R) SOAPa

IP(SF) IP IP(SF) IP(SF) IP(SF) IP

12.93(0.86) 12.89 12.4(0.87) 12.63(0.852)d 12.64(0.862)d 13.54
16.45(0.82) 16.38 16.0(0.80) 16.32(0.799) 16.27(0.794) 16.65
18.30(0.68) 18.24 18.0(0.84) 18.51(0.743)d 18.25(0.629)d 18.86

19.5 19.95(0.093)d

20.17(0.75) 20.11 20.10(0.801) 20.05(0.788) 20.10
22.6 21.74(0.031)d 21.57(0.013)d

23.61(0.16) 24.1 25.83(0.031) 23.95(0.043)
24.70(0.10) 26.99(0.071)d 25.49(0.111)d

28.10(0.23) 28.7 30.20(0.013)d 28.34(0.015)d

28.93(0.045)
30.89(0.041) 29.69(0.045)
31.24(0.142) 29.85(0.041)

31.55(0.09) 31.56(0.009) 31.90(0.012)d 32.15
31.92(0.012) 32.66(0.039)

33.3(0.23) 33.7 33.56(0.014)d 33.34(0.022)
33.80(0.014) 34.31(0.102)
34.30(0.126) 34.85(0.124)
34.78(0.064) 35.28(0.110)

35.55(0.35) 35.26(0.148) 35.62(0.031)
35.69(0.024) 35.86(0.018)
36.70(0.188) 36.55(0.028) 36.25

37.2(0.18) 37.3 37.07(0.047) 37.08(0.082)
37.96(0.022) 37.59(0.052)
38.13(0.016) 37.84(0.052)

38.3(0.12) 38.36(0.114) 38.30(0.234)
38.68(0.014)
38.72(0.016)
38.73(0.057)
38.89(0.031)

39.03(0.11) 38.97(0.027)
39.47(0.029)
39.62(0.026) 39.68(0.096)
39.66(0.025)
39.89(0.023) 40.00(0.129)
40.59(0.018) 40.22(0.057)

40.1(0.25) 40.98(0.229) 40.86(0.183)
41.86(0.034) 41.79(0.028)

41.86(0.015)

aThis work. OVGF and SAC-CI calculations were executed in GAUSSIAN 03 program suite (Ref. 53), and SAOP was done in
ADF program (Ref. 73).
bFrom Ref. 28.
cFrom Ref. 30.
dDyson orbitals belong to 2� state, while others belong to 2� state.

[Figs. 2(a) and 2(c)], HF, DFT, and SAC-CI predicted al-
most the same distributions. All calculations underestimated
the experimental intensity at low momentum regions (p < 0.4
a.u.). The similar unexpected higher intensity at low momen-
tum regions was also observed recently in other molecular or-
bitals, such as HOMO of O2 (Ref. 62) and 1b3g of C2H4,63

which was ascribed to the distorted wave effects. To test the
possibility of the distorted wave effects, the experiment was
also conducted under the higher impact energy 2400 eV. As
Fig. 2 showed, there were no notable difference between
the experimental momentum distributions for 2400 eV and
that for 1200 eV. So, the distorted wave effects cannot ex-
plain the discrepancy, which is in agreement with previous
work by Takahashi et al.16 The further studies are needed to

understand the discrepancy. Vibrational effects will be inves-
tigated in the latter section.

For peak 2 and peak 4 [Figs. 2(b) and 2(d)], there are
some discernable differences among those methods. HF cal-
culation (curve 1) significantly underestimated the experi-
mental intensity of peak 2 in the low momentum region
(Fig. 2(b), p < 0.5 a.u.). DFT-B3LYP and DFT-PBE1PBE
(curves 2, 4) improved, and SAC-CI and DFT-SVWN (curves
5, 3) were in excellent agreement with the experimen-
tal momentum distributions. Interestingly, DFT-SVWN pro-
duced the almost same distribution as SAC-CI did for this
Dyson orbital. A similar trend was observed for peak 4 in
Fig. 2(d) in the momentum region between 0.4 a.u. and
0.8 a.u.: HF underestimated the experimental intensities, and
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FIG. 2. Spherically averaged momentum distributions of N2O in the outer valence region of 12–22 eV.

DFT-PBE1PBE, DFT-B3LYP, and DFT-SVWN gradually im-
proved, and SAC-CI fitted best with the experimental distri-
butions. Compared with HF, DFT partly took account of the
electron correlation through the exchange-correlation poten-
tial. Electron correlations and relaxations during the ioniza-
tion were more accurately described by SAC-CI General-R
method. It is reasonable to conclude that electron correlations
play an important role for describing the electron density dis-
tributions of N2O.

It should be noted that there are three significant configu-
rations: (6σ )−1, (2π )−1(7σ )−1(3π )1, and (2π )−1(7σ )−1(4π )1

for final state at 20.17 eV. In the language of configuration
interaction (CI), satellite lines may exhibit itself because of
the interaction of the single-hole (1h) configuration with two
hole one particle (2h-1p) or even higher excited configura-
tions. Generally, the 2h-1p configuration has higher energy
than the 1h configuration in outer valence region. There is
one mechanism called one-up-and-one-down, which may in-
duce 2h-1p configurations, as shown in Fig. 3. The Dyson or-
bital at 20.17 eV includes three relative significant configu-
rations: −0.893(6σ )−1 + 0.163(2π )−1(7σ )−1(3π )1 + 0.152
(2π )−1(7σ )−1(4π )1.

C. Momentum distributions for Dyson orbitals in the
inner valence region

In the inner valence region of N2O (>22 eV), there are a
number of congested satellite lines. To obtain the experimen-
tal momentum distributions, ten Gaussian peaks were used to

fit the binding spectrum at this region [Fig. 1(b)]. Since these
peaks were not well resolved, they were arranged into four
groups for the comparison with theoretical calculations:

Group I: peak 5, 6;
Group II: peak 7;
Group III: peak 8, 9, 10;
Group IV: peak 11, 12, 13, 14.

Since the HF and DFT method cannot explain satellite
lines because of the break up of molecular orbitals, only SAC-
CI method was used to calculate their momentum distribu-
tions. As shown in Fig. 4, the theoretical momentum distri-
butions using SAC-CI General-R method can well reproduce
the experimental profiles.

The peak 5 (23.61 eV) was attributed to 2� state and peak
6 (24.7 eV) was attributed to 2� state, whose assignment is
the same as the dipole (e, 2e) work29 and the SAC-CI calcula-
tion by Ehara et al. 30 Peak 7 (28.1 eV) was related to two 2�

states and one 2� state in Table I. The momentum distribution
of peak 7 was well described by the theoretical calculation in
Fig. 5(b). Peak 8, peak 9, and peak 10 were mainly attributed
to 2� states. These three peaks were summed up in compar-
ison with the theoretical results in Fig. 4(c). It can be seen
that SAC-CI well described the observed results. Peaks 11–14
were all attributed to 2� states. These assignments were also
consistent with Ehara et al. 30 Momentum spectra of peaks
11–14 were summed up in comparison with the theoretical re-
sults in Fig. 4(d). The ionization potentials and spectroscopic
factors of these satellites were summarized in Table I.
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FIG. 3. Schematic of the one-up-and-one-down mechanism for
Dyson orbital at 20.17 eV. There are three important configurations,
S-Type: −0.893(6σ )−1, D-Type: 0.163 (2π )−1(7σ )−1(3π )1, and
0.152(2π )−1(7σ )−1(4π )1. The coefficients are obtained by SAC-CI
General-R calculations. The plotted energy levels are not in scale.

D. Vibrational effects on momentum distributions

The electron momentum distributions are highly depends
on the molecular geometric structure. A floppy molecule eas-
ily deviates from its equilibrium structure64–69 due to the
low frequency vibration at room temperature. Therefore, the
thermally averaged momentum distribution may be different

FIG. 5. (a) Population vs the bending angle θ for the vibration of N2O at
room temperature. (b) Potential energy curve (black thick line) and the first
three vibrational wave functions of the bending vibrational mode of N2O. The
percentage on each horizontal line represents the population on each energy
level at room temperature. The inset shows the bending vibration mode (ν
= 589 cm−1).

from that of the equilibrium structure. For example, the low
frequency vibrational modes notably change the momentum
distributions of highest occupied molecular orbital (HOMO)
of W(CO)6.70 The thermally averaged momentum distribu-
tions, which considered the vibrational effects, can well repro-
duce the unexpected higher experimental intensity of W(CO)6

HOMO at the low momentum region. To further understand
the unexpected higher intensities for peak 1 and peak 3 of
N2O in Figs. 2(a) and 2(c), the vibrational effects should be

FIG. 4. Spherically averaged momentum distributions of N2O in the inner valence region of 22–42 eV.
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FIG. 6. Spherically and thermally averaged momentum distributions of peak
1 and peak 3 orbitals of N2O with considering the vibrational effects at room
temperature.

considered carefully. The lowest vibrational frequency (589
cm−1) (Ref. 71) of N2O belongs to the bending vibrational
mode, as illustrated in Fig. 5(b). It can be well approxi-
mated by a two-dimensional (2D) isotropic harmonic oscilla-
tor model. The energy level for 2D isotropic harmonic oscil-
lator is Ej = (j + 1/2)hν, and the energy degeneracy is j + 1.
The populations at each energy level calculated using Boltz-
mann distributions were shown in Fig. 5(a). The potential en-
ergy curve was calculated by DFT-B3LYP method with the
correlated consistent basis sets aug-cc-pVQZ.72 Figure 5(b)
shows the potential energy curve, vibrational wave functions,
and populations at each energy level. At room temperature
(300 K), N2O dominantly stays at the vibrational ground state
(88.6%), and has 10.5% population at the first vibrational ex-
cited state.

To calculate the thermally averaged momentum distribu-
tions, it was assumed the electron can immediately follow
the nuclear motions. If neglecting the population at the vi-
brational level j > 3, the thermally averaged momentum dis-
tribution ρav(p) can be given by

ρav (p) =
∑

n

ρθn (p)

∑2
j=0 ( j+1)e− E j

K T

∫ θn−ε

θn−ε
2π |� j (θ )|2θdθ∑2

j=0 ( j+1)e− E j
K T

,

(8)

where ρθn (p) is the momentum distributions when N2O with
a bending angle θn, �j(θ ) is jth vibrational wavefunction for
the bending mode, θ is the bending angle, and T is the temper-
ature. The population versus the bending angle θ was plotted
in Fig. 6(a). It can be seen the most probable angle at room
temperature is roughly 6◦. As Fig. 6(b) shows, the thermally
averaged momentum distributions of peak 3 slightly increase
at the low momentum region when compared with that of
equilibrium configuration. There is no notable difference ei-
ther for other valence orbitals. Therefore, the discrepancy be-
tween the calculations and experimental results in Figs. 2(a)
and 2(c) is not due to the vibrational effects. Further high level
calculations with taking account of some dynamic effects may
help clarify this issue.

IV. SUMMARY

In present work, Dyson orbitals of N2O were compre-
hensively studied by the high resolution EMS experiment in
cooperation with the bench-marked SAC-CI method. Ioniza-
tion energy spectrum and momentum distributions of orbitals
in both outer valence region and inner valence region can be
well described by the SAC-CI General-R method. To investi-
gate the unexpected higher intensity at low momentum region
for peak 1 and peak 3, the vibrational effects on momentum
distributions were investigated through the statistical average.
It was found that the vibration had no visible effects on the
momentum distributions of N2O at room temperature. The
discrepancy needs further investigations.
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