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Abstract
Ionisation triple differential cross sections have been determined experimentally and
theoretically for the neutral molecule N2 over a range of geometries from coplanar to the
perpendicular plane. Data were obtained at incident electron energies ∼10 and ∼20 eV above the
ionisation potential of the 3σg, 1πu and 2σg states, using both equal and non-equal outgoing
electron energies. The data were taken with the incident electron beam in the scattering plane
(ψ=0°), at 45° to this plane and orthogonal to the plane (ψ=90°). The set of nine measured
differential cross sections at a given energy were then inter-normalised to each other. The data
are compared to new calculations using various distorted wave methods, and differences
between theory and experiment are discussed.

Keywords: nitrogen, e, 2e, ionisation, electron-impact, non-coplanar

(Some figures may appear in colour only in the online journal)

1. Introduction

Understanding electron impact ionisation of matter is
important in areas ranging from plasma studies, through to
detailing ionisation in biology and medicine, to understanding
collisions in the Earth’s atmosphere and in space. A complete
description of the interaction requires quantum calculations to
fully detail the collisions that occur. Testing of models is
carried out by experiments that measure the probability of
ionisation as a function of all parameters that describe the
interaction [1, 2]. For single ionisation by electron impact
where the spins of the electrons are not detected, the inter-
action is fully characterised by the momentum of the incident
electron k0 as well as that of the scattered and ejected elec-
trons k1 and k .2 A triple differential cross section

k k kTDCS , ,0 1 2( ) is defined, that is directly proportional to
the ionisation probability. This probability is determined by

measuring the time-correlated signal between scattered and
ejected electrons as a function of k k,0 1 and k2 in an (e,2e)
experiment.

Following the collision, the scattered and ejected elec-
trons may emerge over p4 steradians, and so it is necessary to
define a scattering geometry to allow the data to be compared
to theory. In the experiments described here a detection plane
is defined by the normal to the plane given by = ´n k k ,D 21ˆ ˆ ˆ
the incident electron making an angle y with respect to this
plane as shown in figure 1. When y = 0 the incident elec-
tron is in the plane so that ⋅ =k n 0.D0

ˆ ˆ We define the
quantization axis (QA) to be in the detection plane along the
incident electron direction so that yº = QA k 00

ˆ ( ). If
y = 90 the incident electron momentum k0 is orthogonal to
both outgoing electron momenta.

For experiments where the outgoing electrons emerge on
opposite sides of the plane q q= = 90 .1 2 Under these
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conditions the detection plane is no longer well defined (since
´ =k k 021

ˆ ˆ ) and so the triple differential cross section
(TDCS) is independent of the angle y. A common point
hence exists for all angles y when q q= = 90 ,1 2 so that at
any given incident energy the data can be inter-normalised at
this point.

The (e,2e) spectrometer in Manchester allows y to vary
from 0° to 90°. The outgoing electrons can be detected from
q = 351,2 to 125° when y = 0 to 70°, this range extending
to q = 351,2 to 140° when y > 70 . These constraints are
due to the physical size of the electron gun and electron
detectors.

N2 is the lightest diatomic molecule apart from H2 that
can easily be studied, since a molecular beam of N2 can be
delivered to the interaction region from a gas needle. H2 has
been extensively investigated both experimentally and theo-
retically [3–7], leading to considerable progress in under-
standing the dynamics of the ionising collision with a
molecular target. Models of the interactions include both
time-independent studies using distorted wave calculations
[3], as well as time-dependent models that use close-coupling
techniques [4]. These models have been tested by experiment
in both high and low energy regimes, under a wide variety of
kinematic conditions [5–7].

Modelling the ionisation of molecules by electron impact
is considerably more complex than for atomic targets, since
they can have internal energy in rotational and vibrational
motion, and their electronic structure is inherently non-
spherical due to their distributed nuclei. Almost all (e,2e)
experiments carried out so far do not determine the nuclear
orientation during the collision, and so the calculations must
average over all possible orientations of the target. The energy
resolution in most experiments is also insufficient to resolve
the rotational and vibrational motion of the target, and so it is
necessary to further average over the different states that may
contribute. It is possible to determine individual vibrational
contributions from selected targets using energy-selected
electron guns, however very few studies have been carried out
so far due to the low coincidence yield in these experi-
ments [8].

Several (e,2e) experiments and theoretical calculations
have already been carried out from an N2 target, however
these have mostly been in an asymmetric coplanar geometry
at medium to high incident energies [9–16]. By contrast, the

work presented here is at low energies in a symmetric con-
figuration. In this regime the cross section is highly sensitive
to different collision process including exchange, distortions
to the wave-fronts describing the incident, scattered and
ejected electrons, target polarisation and post collisional
interactions as the electrons leave the interaction region.
Calculation of the cross sections in this energy region is hence
very challenging, as approximations that are often adopted at
higher energies cannot be used.

This paper is divided into five sections. Following this
introduction the experimental procedures used to measure the
data are briefly described. A description of the theoretical
models used to calculate the relevant cross sections is then
presented. Section 4 compares the data to results from three
different distorted wave models, and differences between
these are discussed. Section 5 then summarises these studies
so far, and considers the next steps that are required in these
investigations.

2. Experimental procedures

N2 is a stable diatomic molecule that has 10 valence electrons
and 4 core electrons. The valence electrons combine to pro-
duce the strong triple bond in the N2 molecule, the electrons
pairing to form the s3 ,g

2 p1 u
4 and s2 g

2 bonding orbitals and the

s2 u
2 anti-bonding orbital. The s2 g

2 orbital is the deepest
valence state, and has a binding energy more than 20 eV
higher than that of the s2 u

2 orbital. The ground state electronic
configuration of N2 is hence s s p s S+2 2 1 3 .g

2
u
2

u
4

g
2

g
1( ) Ionis-

ation can occur from each orbital, leading to +N2 ions in dif-
ferent final states. In the work presented here measurements
were taken from the three outer orbitals. This produces the

S+X g
2 +N2 state for ionisation from the s3 g orbital, the PA u

2

state when electrons are ejected from the p1 u orbital, and the
S+B u

2 state for ejection of electrons from the s2 u orbital.
An example of the ionisation binding energy spectrum

produced from different orbitals is shown in figure 2, taken
with the (e,2e) spectrometer in Manchester. The incident
electron gun was unselected in energy, and the electron
momentum analysers were set to optimise the signal energy
resolution while ensuring the best yield for coincidence
counting. In this example, the electron analysers each detec-
ted electrons with an energy ∼4.6 eV, and coincidence counts
were measured at angles q q= = 45 .1 2 The figure shows the
results from three different incident electron angles with (a)
y = 0 , (b) y = 45 and (c) y = 90 . The data were
obtained by measuring the coincidence yield over a range of
incident energies from 23 to 29 eV, in steps of 0.125 eV. The
data were accumulated for 5000 s at each energy, and the
results were then normalised to unity at the peak of the s3 g

state in a coplanar geometry.
Figure 2 demonstrates that the experimental apparatus

can resolve the contribution from each of the orbitals of the
molecule, and shows that the cross-section depends on the
individual states that are ionised. The spectral scans at each
angle y were taken under the same operating conditions, and

Figure 1. The experimental geometry adopted in this work. For
details see text.
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so were used to inter-normalise the results from each of the
individual orbitals. The data at different angles y were then
inter-normalised through the common point at q q= = 90 .1 2

Binding energy spectra similar to figure 2 were taken for each
of the data sets that were measured, so that all data at any
given energy could be normalised to a common point.

Three sets of coincidence data were taken for outgoing
electron energies of 4.6 eV, 4.6 eV ,( ) 9.7 eV, 9.7 eV( ) and
14.5 eV, 4.6 eV ,( ) with incident beam angles of y =  0 , 45
and 90°. 27 individual angular data sets for the TDCS were
hence obtained during this study. The data were accumulated
using up to 10 sweeps of the detection plane, with coin-
cidence measurements being taken typically for 5000 s at
each scattering angle. In all of the data sets a symmetric
geometry was chosen, so that q q q= = .1 2 The measurements
at each angle q were then averaged, and their respective
uncertainties calculated from the standard error on the mean.
In each data set the cross sections were inter-normalised to the

peak of the s3 g in a coplanar geometry as discussed above.
All experimental TDCS measurements at any given energy
were hence placed on a common scale.

The energy of the electrons emitted from the electron gun
were calibrated against the 19.337 eV elastic resonance in
helium [17], whereas the energies of the scattered and ejected
electrons detected by the electron energy analysers were
determined from inelastic scattering resonances in this target.
Helium was chosen for this calibration as its resonances are
very well known [18], and since it has no ro-vibrational
structure. These energy calibrations were carried out both
before and after each set of measurements were made, so as to
allow for any variation in the spectrometer operating condi-
tions over time.

The typical operating pressure in the vacuum chamber
during data accumulation was ∼2×10−5 torr, with a base
pressure of ´ -1 10 torr.7 The incident electron beam current
was set at ∼200 nA so that the coincidence signal could be
easily resolved from the background. The timing window of
the time-to-amplitude converter was set to 500 ns, and a delay
time of ∼300 ns was added to the stop signal so that the
coincidence peak was positioned close to the centre of the
timing spectrum. The spectrometer operated under computer
control, the analyser tuning conditions being optimised each
time the analysers were moved to a new angle. In this way
changes in the operating conditions of the spectrometer as the
experiments proceeded could be minimised. Full details of the
computer control and optimisation systems used in these
experiments can be found in [19].

3. Theory

We have used three different theoretical models to calculate
the TDCS for the N2 molecule—the molecular three-body
distorted wave (M3DW) approximation, the distorted wave
Born approximation (DWBA), and the DWBA using the
Ward–Macek (WM) approximation for the final state elec-
tron–electron interaction, which is normally called the post-
collision interaction (PCI). All these approaches have been
described in detail previously in several references [2, 3] and
[7, 11, 20, 21]. Here we will only give a brief summary of the
models to show their differences and similarities. Because the
DWBA is a special case of the more general M3DW
approximation, we will start our discussion with the M3DW.

3.1. The M3DW approximation

The M3DW direct scattering T-matrix can be written as,

= áY YñT W . 1dir
M3DW

f i∣ ∣ ( )

Here Yf and Yi are the final- and initial-state wave functions
for the system respectively, and W is the perturbation. The
initial-state wavefunction Yi is approximated as a product of a
distorted wave function c+ r0 1( ) for the incoming electron (the
projectile) times the initial Dyson bound state wavefunction
f rDy 2( ) for the target N2 molecule which is averaged over all

Figure 2. Binding energy spectra for outgoing electron energies of
4.6 eV±0.5 eV taken with the electrons detected at a forward angle
of 45° to the z-axis. The results are shown for (a) the coplanar
geometry, (b) for the incident electron at y = 45 to the detection
plane, and (c) for the perpendicular geometry y = 90 .( ) Gaussians
are fitted to the data for each state, so that the relative contributions
and their peak energies could be determined. The peak of the s3 g

state in a coplanar geometry was set to unity, and all data were then
inter-normalised to this peak as discussed in the text.
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molecular orientations.

c fY = + r r . 2i 0 1 Dy 2( ) ( ) ( )

The final-state wavefunction Yf for the two outgoing
electrons, called the scattered and ejected electrons for
convenience, is approximated as a product of two final-state
continuum electron distorted waves c- r1 1( ( ) and c- r ,2 2( )) and
the Coulomb interaction between the outgoing electrons
C r k, ,12 12 12( ( )) so that

c cY = - - Cr r r k, , 3f 1 1 2 2 12 12 12( ) ( ) ( ) ( )

where

g
g

= G -
´ - + ⋅

pg-C
F k r

r k
k r

, e 1 i
i , 1, i .

412 12 12
2

11 12 12 12 12

( ) ( )
( [ ])

( )

Here gG -1 i( ) is a gamma factor, F11 is a confluent hyper-
geometric function, r12 is the relative distance between the
two electrons, n12 is the relative velocity between the two
continuum electrons, and mn=k12 12 where k12 is the relative
momentum. m = 1 2 is the reduced mass for the two
electrons in atomic units, and g n= 1 12 is the Sommerfeld
parameter. When the PCI term is included directly in the final
state wavefunction, PCI is included to all orders of
perturbation theory.

Finally the perturbation W is given by

= -W V U , 5i ( )
where V is the exact initial state interaction between the
neutral molecule and the projectile (in this case the incident
electron), and Ui is an initial state spherically symmetric
approximation for V .

With these approximations, the direct M3DW T-matrix
becomes

c c

c f

= á

´ ñ

- -

+

T C Wr r r k

r r

,

.
6

y

dir
M3DW

1 1 2 2 12 12 12

0 1 D 2

( ) ( ) ( )∣ ∣
( ) ( )

( )

The M3DW approximation has been shown to give very good
agreement with experiment for ionisation of H2 [7, 22] for
energies down to threshold and for N2 [14, 20, 23, 24] for
higher incident energy electrons.

3.2. The DWBA approximation

In the T-matrix of the standard DWBA approximation, the
interaction between the two continuum electrons in the final
state C12 is omitted in the approximation for the final-state
wavefunction. Thus the DWBA T-matrix is

c c c f= á ñ- - +T Wr r r r . 7dir
DWBA

1 1 2 2 0 1 Dy 2( ) ( ) ∣ ∣ ( ) ( ) ( )

In the DWBA, PCI is included only to first order.

3.3. The WM approximation

In this approximation, the WM approximation for PCI has
been used [25] for the Coulomb interaction of equation (4). In
the WM approximation, the term + ⋅k r k r12 12 12 12[ ] in the
hyper-geometric function is replaced by k r2 ,12 12

ave where r12
ave

is the average value of the electron–electron separation

g g= G - -
pg-

C r k F k r, e 1 i i , 1, 2i .
8

12
WM

ave 12 2 11 12 ave( ) ( ) ( )
( )

Since this factor does not depend on the coordinates being
integrated, it can be factored from the integral in the T-matrix
and the direct WM T-matrix becomes

c c c f
=

´ á ñ- - +

T C r k

Wr r r r

,

,
9dir

WM
12
WM

ave 12

1 1 2 2 0 1 Dy 2

( )
( ) ( ) ∣ ∣ ( ) ( )

( )

or

=T C r k T, . 10dir
WM

12
WM

ave 12 dir
DWBA( ) ( )

Finally in all three models, the TDCS in atomic units can be
written as

s
p

=
W W

=

´ + + -
E

k k

k

T T T T

TDCS
d

d d d

1

2

.

11

5

1 2 2
5

1 2

0

dir
2

exc
2

dir exc
2

( )
(∣ ∣ ∣ ∣ ∣ ∣ )

( )

Here k ,0 k ,1 and k2 are the magnitudes of the momenta of the
initial, the scattered, and the ejected electrons, respectively
and Texc is the exchange T-matrix which is calculated similar
to Tdir except that the two final state electrons are interchanged
in the final state wavefunction Yf .

4. Comparison of theory to experiment

Figures 3–5 show the complete set of data compared to the
three different models described in section 3. Figures 3 and 4
show results when =E E ,1 2 whereas figure 5 shows data
when ¹E E .1 2 Figure 3 is for outgoing electron energies of
4.6 eV±0.5 eV, figure 4 shows results when = =E E1 2

9.7 eV, and figure 5 shows results for =E1

=E14.5 eV, 4.6 eV.2 In all cases q q q= =1 2 .
Since the experiments did not measure an absolute cross

section, the maximum in the data for the s3 g state has been
normalised to the peak of the M3DW theory in a coplanar
geometry at each energy. All other experimental data in each
figure were then inter-normalised to this peak, as described
above. The common point at q q= = 901 2 is highlighted
with a red circle in each figure. The calculated theoretical
cross sections are all on an absolute scale, and so they could
be directly compared to each other.

Nine sets of data are shown in each figure. The first
column shows the results from ionizing the s3 g state for (a)
y = 0 , (b) y = 45 and (c) y = 90 . The middle column
shows results from the p1 u state, whereas the final column
shows results from the s2 u state. The M3DW calculation is
shown as a solid black curve, the DWBA calculation is shown
as a red coarse-dashed curve, and the calculation that includes
the WM interaction term for PCI is shown as a blue finely-
dashed curve. In all cases when the outgoing electrons have
equal energy (as in figures 3 and 4), PCI between the elec-
trons force the TDCS to be zero at q = 0 and 180°. This can
be seen most clearly for both the M3DW and WM models.
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Figure 3.Normalised TDCS data for outgoing electron energies of 4.6 eV±0.5 eV in (a) a coplanar geometry, (b) for the incident electron at
45° to the detection plane, and (c) for the perpendicular geometry. The peak of the experimental data for the s3 g state are set equal to that of
the M3DW calculations. The coplanar data for the p1 u and s2 u states are then set relative to the s3 g state using the binding energy spectra in
figure 2. The common normalisation point when q q= = 901 2 is then used to inter-normalise all data sets which are plotted on a logarithmic
scale.

Figure 4. Normalised TDCS data for outgoing electron energies of 9.7 eV±0.5 eV taken in (a) a coplanar geometry, (b) for the incident
electron at 45° to the detection plane, and (c) for a perpendicular geometry. The peak of the experimental data for the s3 g state are set to that
of the M3DW calculations at this energy. The data are then inter-normalised as described in figure 3.

5
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Figure 3 shows the results for outgoing electron energies
of 4.6 eV±0.5 eV plotted on a logarithmic scale. The
coplanar data for the s3 g state indicate that the TDCS is
dominated by forward scattering in this geometry, with the
peak in the cross section being found at θ∼45°. A minimum
occurs at θ∼90°, and the cross section then increases again
at higher scattering angles.

When the incident electron beam is raised out of the
plane, the measured TDCS is no longer dominated by forward
scattering. The s3 g data for y = 45 indicates that the elec-
trons are preferentially back scattered at this energy, with the
cross section being relatively uniform as the scattering angle
changes.

The TDCS in the perpendicular plane must be symmetric
around q = 90 , and this is borne out in the data. As for the
results at y = 45 , the measured TDCS shows little structural
change under these conditions, and is largely uniform in
magnitude over a wide range of scattering angles.

The experimental data for the p1 u state follows a similar
trend to that of the s3 g state, with a maximum in the forward
direction for a coplanar geometry, and a slight backscattering
dominance when y = 45 . The coplanar forward peak and
backscatter peaks are however not as pronounced as for the
s3 g state. By contrast, the data from the s2 u state changes little
as the incident electron beam direction is changed. In all cases
the TDCS measurements for this state are relatively uniform
as the scattering angles changed in the experiment, indicating
that the scattering dynamics from the s2 u state has no part-
icular preference for either forward or backward scattering.

The theoretical calculations at this energy show a very
different trend to the experimental data. The DWBA

calculation does not include PCI to all orders, and the large
difference between this calculation and the data clearly shows
the importance of its inclusion. In all cases the DWBA theory
over-estimates the cross section, and predicts features that are
not seen in the data. Inclusion of the WM interaction sig-
nificantly improves the results compared to experiment,
however once again this calculation predicts structures that
are not observed. The WM theory does however produce
peaks that are in the same position as the data in non-coplanar
geometries.

The M3DW calculation includes the effects of PCI
exactly, and so it would seem that it should provide the most
accurate estimate of post-collisional interactions. Somewhat
surprisingly this calculation does not improve the results from
the WM theory, but rather predicts structures that are in dis-
agreement with the data in all cases. This theory predicts that
the TDCS should be dominated by a peak near q = 90 , as
was found for helium at similar energies [26]. It would appear
that at these energies the M3DW theory is including PCI too
strongly, compared to other scattering processes that lead to
ionisation. In earlier works for low energy ionisation of H2,
we also found that the M3DW overestimated the effects of
PCI and that the WM model agreed better with experiment
[7]. It is also interesting to note that the M3DW calculation
predicts a maximum when q = 90 in the perpendicular
plane, in contrast to the WM and DWBA theories that predict
a minimum.

Figure 4 details the results for equal outgoing electron
energies of 9.7 eV±0.5 eV, and show a much improved
comparison between theory and experiment, particularly for
the M3DW calculation. Once again for the s3 g and p1 u states,

Figure 5. Normalised TDCS data for outgoing electron energies of 4.6 eV±0.5 eV and 14.5 eV±0.5 eV taken in (a) a coplanar geometry,
(b) for the incident electron at 45° to the detection plane, and (c) for the perpendicular geometry. The peak of the experimental data for the s3 g

state are set to that of the M3DW calculations at this energy. The data are then inter-normalised as described in figures 3 and 4.
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forward scattering dominates in a coplanar geometry. The
data for y = 45 also has more structure than at the lower
energy for these states. In the perpendicular plane the data are
again broadly featureless as a function of scattering angle,
although the data from the p1 u state appears to have two broad
peaks with a minimum at q = 90 . The data for the s2 u state
again shows very little change with either scattering angle or
incident angle at this energy.

At this energy the DWBA theory again fails to predict the
measured TDCS, however inclusion of the WM approx-
imation for PCI now greatly improves this comparison. The
M3DW calculation is the most accurate in the coplanar geo-
metry, with the calculation closely emulating the data for both
the s3 g and p1 u states. None of the calculations predict the
results for the s2 u state in this geometry. As the incident
electron beam is raised out of the scattering plane the calcu-
lations more closely emulate the magnitude of the data
compared to the lower energy results in figure 3. The WM
calculation more closely emulates the data for both the s3 g

and p1 u states under these conditions, although none of the
calculations predict the data accurately. The calculations for
the s2 u state do not agree with the data for any of the incident
electron angles.

The final set of results for all three states shown in
figure 5 relax the ‘doubly symmetric’ conditions of the
experiment and choose different energies of the outgoing
electrons, with =E 14.5 eV1 and =E 4.6 eV.2 The incident
electron energies are hence similar to that chosen for the
measurements in figure 4, with the incident energies set by
fitting to the data in the binding energy spectrum under these
conditions. Once again the data for the s3 g and p1 u states in a
coplanar geometry are dominated by forward scattering,
however the peaks are less pronounced than when the out-
going electron energies are equal. The results when y = 45
for these states lie somewhere between those found in
figures 3 and 4, whereas the data in the perpendicular plane is
once again broadly featureless as the scattering angle changes.
The data for the innermost s2 u state again shows little var-
iation as both q and y are varied.

The DWBA calculation once more fails to predict the
data, whereas the WM calculation now agrees most closely
with the results from experiment for the s3 g and p1 u states.
The M3DW calculation again appears to overestimate the
effects of PCI, producing a dominant peak at q = 90 in the
perpendicular plane that is not seen in the data. Both WM and
M3DW calculations predict a higher coplanar cross section in
the backward direction than is found in the data. The WM
calculation more closely emulates the data under non-copla-
nar conditions. In all cases the calculations again do not
predict the results from the s2 u state.

The final set of results shown in figure 6 are for ionisation
from the s3 g state at an incident energy ∼40 eV above the
ionisation potential, to ascertain how each model compares to
experiment at this higher energy. No data were taken for the
p1 u or s2 u states under these conditions.

There is an overall improvement in the coplanar geo-
metry compared to the results at lower energies, particularly
in the forward direction where both M3DW and WM models

closely emulate the position of the peak in the TDCS. This
comparison is less satisfactory at higher scattering angles in
this plane. By contrast, the DWBA model agrees most closely
with the data for y = 45 , with both M3DW and WM models
underestimating the cross section under these conditions. The
agreement for all models is better in the perpendicular plane,
although all underestimate the cross section when compared
to the data. Overall, it appears that the models are becoming
progressively more accurate as the incident energy increases.

5. Discussion and conclusions

The results from these experiments on N2 show that the
ionisation cross-section is very sensitive to both the state from
which the ionisation occurs, and the collisional energy of the
interaction. The data have been presented over a range of
angles from a coplanar geometry through to the perpendicular
plane, allowing the data at any given energy to be normalised
to a single point. Binding energy spectra were also taken that
allowed data from the outermost s3 ,g p1 u and s2 u states to be
inter-normalised. These data have been presented for out-
going electron energies = =E E 4.6 eV,1 2 = =E E 9.7 eV1 2

Figure 6. Normalised TDCS data for equal outgoing electron
energies of 20 eV±0.5 eV taken in (a) a coplanar geometry, (b) for
the incident electron at 45° to the detection plane, and (c) for the
perpendicular geometry. The peak of the experimental data for the
s3 g state are set to that of the M3DW calculations at this energy. The
data are then inter-normalised to the common point.
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and = =E E14.5 eV, 4.6 eV.1 2 Calculation based upon
distorted wave methods have also been shown, with three
different theories showing the sensitivity of PCI to the scat-
tering process. The importance of post collisional interactions
in the model have been demonstrated, with both the WM
approximation and a full three-body calculation having been
used. It is found that in some cases the full three-body calc-
ulation overestimates the effects of PCI, and that the WM
approximation proves more accurate. A similar observation
was found in earlier low energy ionisation of H2. Theory
more closely approaches the data as the energy is increased,
and so it will be interesting to see if further increases in the
energy will improve these comparisons. Additional experi-
ments to test this hypothesis are currently underway.
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